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UBLIC HEALTH is all around us. It is in the air we breathe, the water we
P drink, the homes we live in, and the behaviors in which we engage. It

includes our health care systems and the agencies and services that
protect our health and environment. Public health is a vital yet often overlooked
component of modern life; most of us do not think about it as part of our daily
lives. It may only receive public attention when a crisis occurs or when the public
health system falters or fails. It may become an important personal focus when
we need a specialized service, when we don’t have access to a private clinic, or
when we face a neighborhood environmental concern. Public health encom-
passes a broad range of activities and functions, but among its most important
are promoting and preserving the health of populations through prevention.
Prevention has several meanings or levels, as we discuss in the ensuing chapters,
giving public health a breadth of purview uncommon to many disciplines. To
address this breadth, the field of public health includes professionals from many
backgrounds, including not only medicine and health professions but also sociol-
ogy, microbiology, engineering, planning and development, marketing, and
others. Public health even includes nonprofessionals; the entire public is part of
the field because public health’s activities and its funding are largely determined
by the will and the needs of the people. This focus on populations and on the
public is reflected in the cover photo for this textbook.

Audience

In recent years, multiple public health- and education-related organizations have
highlighted the need to create an educated citizen as part of general undergradu-
ate training. In 2003, the Institute of Medicine called for the educated citizen to
have a basic grounding in public health and for all undergraduate students to
have access to a public health education!’. The Association of American Colleges
and Universities (AAC&U) began The Educated Citizen and Public Health



initiative to help integrate public health into the liberal arts education programs
offered at colleges and universities across the United States'”. Partly as a result
of this movement, undergraduate public health courses are becoming more
common throughout the United States and elsewhere. This book is designed to
meet the needs of undergraduate instructors teaching introductory public health
courses, including upper-division undergraduate courses.

This book is designed to be flexible and accommodate a variety of introduc-
tory public health courses. For a course targeting freshman or sophomore stu-
dents, an instructor may choose to cover only the basics of each discipline,
leaving aside the more in-depth chapters on study design, qualitative methods,
and risk assessment, for example. Likewise, instructors could choose to cover the
material in a different sequence than that presented here, using section headings
as guides for similar content areas. The book is laid out in such a way that it
follows the ten essential public health services®), but other configurations would
work equally well.

Content

In this book, we outline the history of public health, tracing the field from its roots
in sanitation to its early endeavors to assure a basic level of education and services
to all people. We then explore its more modern effort at quantifying health and
intervening to improve the health of disadvantaged groups. Today, public health
often 1s divided into five core disciplines: epidemiology, biostatistics, environmen-
tal health, social and behavioral sciences, and health policy and management.
We have a chapter devoted to each of these broad subspecialties and also delve
deeper into how public health is structured. We discuss quantitative and qualita-
tive study designs, including a special look at pharmacoepidemiology, infectious
diseases and tuberculosis, and risk management and communication. We end
with a projection of where public health is likely to go in the rest of the twenty-
first century as we face new challenges and continue to address ancient issues.

Features

e Learning Objectives Each chapter begins with a set of learning objectives to
help students organize the material.

e Introduction Following the learning objectives, each chapter provides an
overview of the content to prepare students for the information to come and
to link it to previous chapters.



® Public Health Connections Throughout the text, more detailed explanations
and case studies content of interest appear in text boxes. These features not
only link to the chapter’s content but also connect students to the practicality
of the field of public health.

e Summary A summary closes each chapter, providing a recap for students and
emphasizing key content and themes.

e Key Terms An indexed list of key terms is available in each chapter to bring
students’” attention to important concepts introduced and also to assist them
in locating these topics within the text.

® Review Questions Each chapter’s review questions encourage students to
apply new concepts to practical applications or to recall specific details of a
model or concept.

e References Resources used to construct each chapter are cited at the end of
each chapter and provide a valuable link to both students and instructors
looking for more information on a topic.

e Glossary Brief definitions of all key terms used in the text are included as an
appendix to facilitate students’ learning.

An overall goal of the textbook is to encourage the development of practical
interpretation and problem-solving skills. In everyday life we must make deci-
sions about what behaviors to engage in, what substances we are willing to ingest
or inhale, and how to apply statistics and data about the relationship between
various exposures and health outcomes. This book provides a framework through
which to consider these decisions as well as a basic toolkit for synthesizing infor-
mation and delivering it to others.

References
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in 2003 under the direction of the dean of the College of Public Health
and Health Professions, Dr. Robert (Bob) I'rank. The college was estab-
lished in 1958 as the College of Health Related Services and included occupa-
tional therapy, physical therapy, and medical technology. Today, the mission of
the College of Public Health and Health Professions is to preserve, promote, and
improve the health and well-being of populations, communities, and individuals.

P UBLIC HEALTH became a college discipline at the University of Florida

It is a unique environment in which faculty and students work across a variety
of levels of prevention and research, from preventing hearing loss to improving
function after a spinal cord injury and from basic science research to population
level interventions. The college has a number of graduate programs, including
a master of public health degree, and a large bachelor of health science degree
program. To raise awareness about the new discipline in the college, Dean Frank
suggested that an undergraduate level public health course be implemented and
offered to both the bachelor of health science students and other undergraduates
across campus. We were excited by this proposal and agreed to teach Introduction
to Public Health (PHC2100) to a group of thirty students in the fall of 2006.
In the summer of 2008, Andy Pasternack, senior editor at Jossey-Bass, con-
tacted us. He had seen our course syllabus for Introduction to Public Health and
wondered if we were interested in writing a textbook for the course. By that time,
we had reworked the class to be an upper-level undergraduate course called
Public Health Concepts (PHC4101). We had not, however, found a textbook
that suited the course and were excited at the idea of crafting our own. We could
not have imagined the journey on which we were embarking, but we are grateful
to Andy for his vision and his request. We hope this textbook will serve the needs
of many other undergraduate public health instructors who, like us, have found
it challenging to identify a single textbook that covers the basics of public health,
including methodology and topics of current interest. Our Public Health
Concepts course is now required for all bachelor of health science students
in our college, and the yearly enrollment in the class is nearly three hundred



students. This book is the result of the assistance of many of our colleagues, some
of whom have visited our course over the years and contributed their expertise
to make the class, and now this book, a success. This book’s production would
not have been possible without the support, direction, and keen editorial skills
of Seth Schwartz, Sandra Kiselica, Gary Kliewer, and Jane Loftus. We are also
grateful to Robert E. Aronson, University of North Carolina at Greensboro; Yaw
A. Nsiah, Eastern Connecticut State University; and Ashley C. Wells, University
of Georgia, who served as reviewers for many of the chapters in this book.

Elena Andresen
Erin DeFries Bouldin
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CHAPTER 1

HISTORY AND DEVELOPMENT
OF PUBLIC HEALTH

Erin D. Bouldin, MPH

LEARNING OBJECTIVES

® Define health and public health.

® Describe major historical milestones in the development of public health and identify
major figures such as John Graunt, John Snow, and Lemuel Shattuck.

e Compare and contrast endemic, epidemic, and pandemic diseases.

e |dentify and describe the three hallmarks of public health: philosophy of social justice,
focus on prevention, and focus on populations.

e List and distinguish the five core public health disciplines.

® Understand ethics and be aware of situations in public health in which ethical con-
cerns arise.

Public health is all around us. It is the air we breathe, the water we drink,
the places we work. Public health is a broad discipline, encompassing profession-
als from various backgrounds: anthropology, sociology, economics, health
behavior, biology, and statistics, to name a few. Perhaps because of its amor-
phous and expansive nature, public health is not well understood by the American
public”. Although its functions touch our everyday lives, public health is not
always identified as the source of the benefits it provides. In the absence of large-
scale national or global health threats, the public may become complacent about
the need for sustaining public health activities, even though it is a field that is
always working to improve lives and health.

In this chapter, we will describe public health, beginning with a definition
of health. We will discuss public health’s mission and its core functions, which
will provide a foundation for the rest of this book. We will trace public health’s
development over the centuries, identifying some of the major historical figures
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who advanced the field. We will also cover three hallmarks of public health: a
philosophy of social justice, a focus on populations, and a focus on prevention.
Finally, we will introduce you to some ethical considerations in public health.

What Is Public Health?

So what is public health? Let us first consider what we mean by health. The
World Health Organization (WHO)” defines health as “a state of complete
physical, mental, and social well-being and not merely the absence of disease or
mfirmity.” This holistic view of health, incorporating body, mind, and commu-
nity, is one consistent with the concept of public health, and it will be used as
the definition of health in this text. Public health has been defined in different
ways. In 1920, Charles Edward Amory Winslow said it is “the science and art
of preventing disease, prolonging life, and promoting health and efficiency
through organized community effort ... to ensure everyone a standard of living
adequate for the maintenance of health ... .”? ' In 1958, Geoffrey Vickers
said public health consists of “successive re-defining of the unacceptable” P ',
Both of these definitions highlight the role played by members of the community
in improving health and in defining what is socially and publicly acceptable.
Thus public health seeks to improve or maintain the health of a population, but
does so according to the values and norms of its people.

The mission of public health is to “[fulfill] society’s interest in assuring
conditions in which people can be healthy”!". This mission comprises two areas
that are vital to an understanding of public health. The first is fulfilling society’s
wnterest. As mentioned, public health is very much concerned with the needs and
demands of the public. Much of the financing for public health activities comes
from the federal government, and activities funded with public dollars are subject
to input from the citizenry. This responsiveness to the will of the public also
means public health is a fluid discipline. Although it has core functions and
hallmarks, the purview and activities of public health change over time. The
second part of this mission statement, assuring conditions in which people can be healthy,
highlights the supportive role public health plays in the health of the populace.
Public health does not necessarily provide medical care to individuals but rather
assures conditions that support health. For example, smoking bans in restaurants
and food-labeling requirements are public health efforts to prevent harmful
exposures and to provide information to the public in order to promote healthful
choices. This aspect of public health is one of the cornerstones of the field,
namely that public health embraces a social-ecological model of health. This
model essentially holds that health is not a result of individual factors alone but
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is also a result of external factors, such as those produced by family members,
peers, and society as a whole. The social-ecological model will be described in
more detail in later chapters of this text. One other cornerstone of public health
not directly addressed in this mission statement is the focus on prevention. A
complete definition of prevention, including a discussion of its three levels,
appears in the next chapter.

History of Public Health

To fully understand the field of public health, it is helpful to understand how it
became a discipline. For thousands of years, populations have been concerned
with sanitation, housing, the provision of safe, clean food and water, and the
control and treatment of disease. Public health evolved to address these concerns.
These issues continue to be important today, along with the many new topics
constantly added to the field. Although it was not always identified as a separate
discipline, we can see examples of public health concerns in the earliest civiliza-
tions. Iigure 1.1 shows some of the major historical events in the development
of public health over the centuries.

Ancient Greece and Rome

The great writers, philosophers, and physicians of ancient Greece tell us of
the beginnings of public health. In “Airs, Waters and Places,” Hippocrates, the
esteemed Greek physician, discussed the relationship between one’s environment

FIGURE 1.1 Timeline of Major Developments
in Public Health History
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and health. He considered climate, soil, water, nutrition, and lifestyle to be
important predictors of health outcomes”. In addition, he distinguished between
endemic and epidemic diseases. Endemic discases are those that occur at an
expected rate in a population and epidemic diseases are those that occur at a
rate higher than expected. These terms will be further defined and their impor-
tance to public health discussed in Chapter 4.

The Romans continued the medical inquiries of the Greeks and formalized
public health administration systems'”. The Romans constructed vast water
supply and sanitation systems and established government positions dedicated
to overseeing these systems. They also created offices to oversee the food supply
at markets and to assess the public bathhouses. In addition, the Romans estab-
lished perhaps the earliest example of a medical care system. Some physicians
were associated with wealthy families, and others worked in what we would
today call private practice offices. The government, however, paid other physi-
cians to supply free medical care to citizens who could not afford to pay for it.
Hospitals, including military hospitals and charity hospitals, were also created
by the Romans!®’. Nonetheless, early advances in public health did not benefit
all citizens equally. Slaves and citizens living in poverty often did not have access
to clean water or sanitary living conditions, and Roman writers noted higher
rates of disease among these lower classes of citizens. These health dispari-
ties, differences in the rate or severity of health outcomes between two groups
of people, continue to be a focus of public health work today. Chapter 16 is
devoted to describing modern health disparities.

Middle Ages

The Middle Ages began and ended with pandemics of bubonic plague: the
Plague of Justinian in 543 and the Black Death in 1348. A pandemic is an
epidemic, or unexpectedly large disease outbreak, that impacts the entire globe.
The etiology, or cause, of bubonic plague was not understood during the
Middle Ages, but poor living conditions were known to contribute to frequent
epidemics. Today, we know bubonic plague is caused by infection with Yersinia
pestis, a bacterium transmitted from rats to humans by the fleas that bite both.
In the Middle Ages, overcrowded cities with unreliable municipal sanitation
systems and close proximity of animals and humans allowed rat populations to
flourish and bubonic plague to spread rapidly. Near the end of the Middle Ages,
around 1200, European cities began passing laws to improve public health and
combat epidemics. These measures included the establishment of slaughter-
houses and the regulation of livestock possession!®’. Both of these improvements
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decreased the chances of passing disease between people and their animals. The
regulation of food at public markets improved during the Middle Ages as well,
with specific guidelines for the length of time specific food products could be sold
and dedicated areas for waste disposal. These regulations prevented foodborne
illnesses associated with eating rotten or outdated food and also prevented pests,
including rats, from scavenging near the markets!”.

The long-standing practice of isolating people with leprosy was extended to
those with the plague during the Middle Ages. Isolation is the separation from
healthy individuals those people who are actively ill or who exhibit symptoms
of illness. At the same time, in Venice ships entering the port were segregated
to prevent the introduction of new diseases. This practice led to the term quar-
antine, which comes from the Italian quarantenaria, meaning forty days'.
Quarantine is the separation of people who are not ill or symptomatic but who
have been exposed to an illness.

Renaissance

The Renaissance (late 1300s to early 1600s) brought great strides in scientific
discovery, laying the groundwork for advances in public health. During the
Renaissance, two theories on the origin of epidemics prevailed. The first,
taken from Hippocrates, held that environmental factors dictated the potential
for outbreaks and that an mdiwidual’s susceptibility determined whether he
or she would fall ill. The opposing theory of contagion, championed by
Giolamo Fracastoro (1478-1533), evolved into our present understanding of
infection. Fracastoro believed microscopic agents were responsible for disease
and that these agents could be transmitted by direct contact, through the air, or
by intermediate fomites (inanimate objects such as doorknobs or drinking glasses
that harbor infectious disease). He and his contemporaries did not imagine these
infectious agents to be alive, however. It was not until Anton von Leeuwenhock
(1632-1723) observed the first microscopic organisms that people believed this
to be possible. Despite earlier conjecture by some leading scientists, the germ
theory of disease did not truly take hold until the late nineteenth century!®.

As mercantilism and the conquest for wealth and power swept Europe from
the sixteenth to eighteenth centuries, public health progress was part of each
nation’s interest. The necessity to quantify people and their health became clear.
William Petty (1623-1687) coined the term political arithmetic and advocated the
collection of data on income, education, and health conditions. (Gottfried
Achenwall introduced the term statistics to replace political arithmetic in 1749.) It
was_John Graunt (1620-1674), however, who published one of the first statistical
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analyses of a population’s health, noting associations between demographic
variables and disease. Graunt also produced the first calculations of life expec-
tancy. It was during this time that people began to recognize the need for state-
supported programs to prevent premature (carly) death!®. Chapter 3 takes up
the topic of modern data (information) systems, and Chapter 6 discusses modern
biostatistics in more detail.

Enlightenment

As France led the world into the Age of Enlightenment in the eighteenth
century, public health began in earnest. A humanitarian spirit and the desire
for equality led to a soctal understanding of health. Infant mortality (death during
the first year of life) was high on the list of concerns and disparities. The public
health movement involved concerned citizens lobbying their governments to
regulate alcohol and to provide for the safe conditions and fair treatment of
all infants and children, regardless of their social standing!”
health education became popular, in line with the Enlightenment tenets of

. Simultaneously,

universal education and information dissemination. Despite earlier interest in
the relationship of environment, social factors, and disease, it was in this era
that health surveys were first employed®. Occupational health received atten-
tion as well, and the health of members of the armed services, especially sailors,
and of metal workers and miners received attention. Rosen lists the various
occupational ailments described during this time, including “dermatoses of
shoemakers and metal workers, grocer’s itch, eczema of washerwoman, and
baker’s itch”®P '"®l, John Howard (1726—1790) exposed the appalling conditions
in which English prisoners lived, rousing public outcry that led to improved
conditions. Mental illness, which carried a severe stigma and generally led to
institutionalization, began to be viewed as a public health problem, especially
after physicians demonstrated that a stable, nurturing environment produced
better treatment results among the “insane” than restraints and physical punish-
ment. Variolation (deliberate infection with smallpox), a common practice origi-
nating in China and spreading through the East over the centuries, became
popular in the West in the 1700s. Although somewhat effective at preventing a
serious case of disease, the practice of exposing susceptible people to smallpox
could also induce severe forms of the disease and contributed to epidemics. In
1798, Edward Jenner (1749-1823) used naturally acquired and fairly benign
cowpox to inoculate against smallpox. Within three years, more than one
hundred thousand people were vaccinated in England alone. As early as 1800,
publications heralded the impending eradication of smallpox, an event that
would be officially achieved in 1980,
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Industrial Revolution and Victorian Era

As the Industrial Revolution (between 1700 and 1900) spread from England
through Europe and eventually to the United States, the health of workers
quickly deteriorated, and calls for improved public health measures followed.
The industrialization process widened gaps in income, causing the number of
individuals receiving financial assistance from local governments to increase
beyond capacity. In 1834, Edwin Chadwick (1800-1890) led the development
of England’s Poor Law Amendment Act, which withdrew government support
from the able-bodied poor in an effort to encourage self-sufficiency. The only
assistance offered was placement in workhouses. The administration of this
system occurred at the national level, with a hierarchy of regional and local
boards below. This market system mobilized the workforce, leading to a signifi-
cant social change. Factories appeared, and the population moved toward indus-
trial centers, creating crowded urban areas and work conditions ripe for the
spread of disease. Little city planning occurred as builders rushed to provide
enough housing for the influx of workers. Meanwhile, the wealthy, who could
afford to travel, moved to suburban or rural areas vacated by the masses.
Sanitation systems and public parks were not planned in most cities. Few toilets
were available to city dwellers, and there was no infrastructure for garbage
removal or sewage systems. In 1833, the passage of the Factory Act dealt with
working conditions and the poor living conditions of those workers it sought to
protect. Throughout the 1830s and 1840s, legislation regulating mines, factories,
and child labor passed in England and Europe!®.

During an 1848 cholera (an acute diarrheal illness) outbreak in London,
John Snow (1813-1858), often deemed the father of epidemiology, identified a
particular public water pump as the likely source of the epidemic. Again, in 1854,
he mapped reported cholera deaths during an outbreak and associated the clus-
ters with a water supply company that drew its supply downstream from London
on the Thames River, where we now know that the water was more contami-
nated by sewage (see the map in Chapter 4, Figure 4.6). Snow hypothesized
cholera transmission was possible via water. In addition, he 1s generally credited
with ending the 1848 outbreak by breaking the handle off the Broad Street
Pump, although some historians believe the epidemic had already begun to
recede by this point. It would be several decades, however, before his hypothesis
was proven correct. Nonetheless, his disease investigations and the epidemiologi-
cal methods he employed generated knowledge that could prevent disease
without knowing the causative agent!!,

Disease outbreaks were associated with the poorest, dirtiest parts of cities,
but quickly began to affect all social classes. Chadwick understood the poverty—
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disease cycle and sought statistics to quantify the relationship. Surveys on sani-
tary conditions resulted in the Report on and Inquiry into the Sanitary Condition of the
Laboring Population of Great Britain in 1842. The report became a standard for
epidemiological investigation and community health action and formed the basis
for sanitary reform!”’. Chadwick linked disease and the environment and called
for city engineers, rather than physicians, to wage the war on disease outbreaks.
The General Board of Health, created by the Public Health Act of 1848, was
an attempt at organized government responsibility for the health of its citizens.
Although disbanded after a few years, the board laid the groundwork for public
health as we now know it. The explosion of vital statistics (birth and death
records) and survey data collection during this period prompted the publication
of several data-based health reports during the mid-1850s°’. There were no
standards for analysis, however, and few authors employed the same methods,
citing the inapplicability of mathematics to health. Adolphe Quetelet (1796—
1874) began the work necessary to remedy the perceived incompatibility and
published a compendium of practical applications of mathematics in health,
today called biostatistics.

In the United States, Lemuel Shattuck (1793-1859) produced Report on the
Sanitary Condition of Massachusetts in 1850, calling for the establishment of state
and local boards of health, increased attention to vital statistics collection, and
improved health education. In 1866, the New York Metropolitan Health Bill
created the Metropolitan Board of Health, and it reorganized four years later
into what is today the New York City Health Department. This board was the
foundation for the U.S. public health system!”. In 1869, Massachusetts used
Shattuck’s recommendations to create the first effective state health department.
Around the same time, efforts to create a national board of health failed®. In
1878, the authority for port quarantine was bestowed upon the surgeon general
of Marine Hospital Services. As the responsibilities of the Marine Hospital
Service expanded in the late nineteenth and early twentieth centuries to include
infectious disease investigation, immigrant screening at Ellis Island, vital statistics
collection, and the dissemination of knowledge through its journal Public Health
Reports, the agency’s name was changed first to the Public Health and Marine
Hospital Service (1902) and ultimately to the United States Public Health Service
(PHS; 1912)").

During the nineteenth century, two theories relating to communicable (con-
tagious or infectious) disease prevailed. The first was the miasma theory, which
held that disease was due to a particular state of the air or environment. The
second theory was that a specific contagion was responsible for each disease. In
fact, many people believed some combination of the two was the real explana-
tion: some contagious agent, whether disease specific or not, in combination with
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social or environmental factors, produced disease!”. By the end of the century,
the germ theory of disease had been firmly established by Koch, Pasteur, and
many others. From 1880 to 1898, the causative agents for a multitude of diseases,
from malaria to tuberculosis and plague to typhoid were identified. Antiseptics
became popular in medical care, which resulted in a marked decrease in mor-
bidity (the existence of any form of disease, or to the degree to which the health
condition affects the patient) and meortality (susceptibility to death). A more
complete understanding of immunity was established late in the nineteenth
century, and the development of vaccines proceeded nearly as rapidly as the
discovery of pathogenic organisms. The United States Marine Hospital estab-
lished one of the first bacteriological laboratories in the world in 1887. Although
the United States was not the site of most scientific discovery in the era, it was
the leader in applying new knowledge to public health!®!.

Modern Public Health

Armed with increasingly more effective weapons against disease, public health’s
mission throughout most of the twentieth century continued to be preventing
and controlling communicable or infectious disease. As you can see in Tables
1.1 and 1.2, deaths due to infectious agents occurred at a much higher rate than
deaths due to noninfectious causes in the United States for much of the century.

Public health remained largely a local enterprise until social change occurred
following the Depression (1929-1941), when people needed, and thus allowed,
government intervention and subsidy. Throughout the 1900s, public health
achievements such as water fluoridation, mass immunizations, motor vehicle
safety, occupational safety, food supply safety and fortification, improved mater-
nal and child health, family planning, prevention of heart disease and stroke,
and, of course, control of infectious diseases led to substantially reduced morbid-
ity and mortality!'”’. Public health programs have been credited with a twenty-
five-year increase in life span over the course of the twentieth century!'”. The
establishment of agencies such as the Centers for Disease Control and Prevention
(CDC) in 1946 (born out of the Office of Malaria Control as the Communicable
Disease Center, part of the U.S. Public Health Service) and the World Health
Organization in 1948 (the United Nations’ dedicated health agency) have
allowed the advancement of public health by establishing centralized agencies
to which people can turn for information and assistance.

The definition of public health was established primarily during the twenti-
eth century by individuals such as C.E.A. Winslow (mentioned above) and
through groundbreaking works such as the series of Institute of Medicine (IOM)
reports dedicated to the field. IOM’s 1988 The Future of Public Health clearly
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Table 1.1 Number of Deaths and Crude Mortality Rate for Leading
Causes of Death in the United States in 1900

Number Crude Mortality
Cause of Death of Deaths Rate per 100,000
Pneumonia and influenza 40,362 202.2
Tuberculosis 38,820 194.4
Diarrhea, enteritis, and other 28,491 142.7

gastrointestinal problems

Heart disease 27,427 137.4
Stroke 21,353 106.9
Kidney diseases 17,699 88.6
Unintentional injuries (accidents) 14,429 72.3
Cancer 12,769 64.0
Senility 10,015 50.2
Diphtheria 8,056 40.3

Source: Reference 8.

Table 1.2 Number of Deaths and Crude Mortality Rate for Leading
Causes of Death in the United States in 2000

Number of Crude Mortality
Cause of Death Deaths Rate per 100,000
Heart disease 710,760 258.1
Cancer 553,091 200.9
Stroke 167,661 60.9
Chronic lower respiratory diseases 122,009 443
Unintentional injuries (accidents) 97,900 35.6
Diabetes mellitus 69,301 25.2
Influenza and pneumonia 65,313 23.7
Alzheimer’s disease 49,558 18.0
Kidney diseases 37,251 13.5
Septicemia 31,224 11.3

Source: Reference 9.

defined public health’s mission as “assuring conditions in which people can be
healthy.” Tt also delineated steps needed to improve a fractured public health
system and identified the three core functions of public health: assessment, policy
development, and assurance, described in detail in the following chapter. In
2002, Who Will Keep the Public Healthy established requirements for the training
of the public health workforce!"'l, and The Future of the Public’s Health in the 21st
Century translated the 1988 recommendations into practice while embracing the

concept of “healthy people in healthy communities”!"?.
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PUBLIC HEALTH CONNECTIONS 1.1
INSTITUTE OF MEDICINE

The Institute of Medicine (IOM), founded in 1970, is a part of the nonprofit
organization, the National Academy of Sciences. The IOM acts as an advisory
body to the United States, generating unbiased, evidence-based reports on some
of the most important health and scientific policy issues of the day. The IOM
works by establishing panels of experts in the field to collaborate on topical
reports.

Throughout this textbook, we will refer to three recent IOM reports on public
health: The Future of Public Health (1988), The Future of the Public’s Health in the
21st Century (2002), and Who Will Keep the Public Healthy? (2003).

Public health, and its tenets and activities, has evolved throughout time in
response to shifts in societies’ values and scientific knowledge. Some of the his-
torical issues of infectious diseases, health disparities, and population assessment
continue to be modern public health challenges. There are new public health
challenges also: populations are more mobile than ever, heightening concerns
about pandemics. The mortality of many vaccine-preventable diseases declined
so dramatically over the course of the twentieth century that often there is com-
placency about these diseases, and immunization rates have dropped. Antibiotic
resistance has also made the apparent victory over common infections less
certain. Medical care and insurance in the United States continues to cost more
than many people can afford, and as the population ages, the federal government
will face increasing fiscal demands. Bioterrorism and natural disasters have
required planning for mass immunization, prophylaxis, evacuation, and treat-
ment. We will address these and a variety of other public health topics and
challenges throughout the rest of this textbook.

Hallmarks of Public Health

Although the issues facing public health may vary over time, the underlying
principles of public health remain constant. There are three hallmarks of public
health that define the field and also provide a contrast to the related field of
medicine. Public health and medicine often have the similar goals of reducing
the impact of disease and improving health and quality of life, but there are some
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notable differences between the two in the methods of reaching these goals. The
hallmarks of public health are a philosophy of social justice, a focus on popu-
lations, and a focus on prevention.

Philosophy of Social Justice

The term social justice has been used by various groups in different contexts. In
public health, the concept of social justice connotes the idea that all individuals
in a population should have access to the same programs and services, regardless
of social condition or standing. This is in contrast to a concept of access to goods,
services, and programs based on market forces, a concept known as market justice.
Public health seeks to provide a basic level of health provisions, such as clean
food and water, safe neighborhoods, and access to health care services, to all
members of a community or population. In this vein, public health works to
ensure there are no health disparities. In fact, the elimination of health disparities
in the United States was one of the two overarching goals of a federal initiative
called Healthy People 2010, the health blueprint for the nation!". (The other
overarching goal is to increase the quality and years of healthy life!'”).)

Focus on Populations

In medicine, patients typically are seen and managed individually. In public
health, the focus is on groups of people or populations rather than on individuals.
Public health endeavors to implement programs that benefit a group of people:
water fluoridation, folic acid fortification of grain products, the development of
safe walking trails throughout a city, etc. Ultimately, these public health interven-
tions will impact individuals’ health, but the needs, desires, and attributes of the
population as a unit are considered when making decisions in public health,
rather than what will benefit each individual person. The methods of measuring
population characteristics are described in more detail in later chapters. Also, as
alluded to above, some public health systems, such as local health departments,
indeed provide individual-level medical care and treatment, but often these
programs are established to serve subgroups in a population with limited access
to these services.

Focus on Prevention

Throughout this text, you will often read about prevention and the numerous
efforts to prevent people from being exposed to harmful or unhealthful
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substances or experiences. Indeed, public health focuses on preventing poor

health outcomes or exposures that lead to these outcomes, and this focus is a
hallmark of the field. As you will learn in Chapter 2, prevention has multiple
levels, some of which may surprise you. Public health seeks to identify risk factors
for disease and then works to learn methods for eliminating or limiting these risk
factors to prevent populations from becoming ill or experiencing poor health.
In addition, public health typically aims to maintain health rather than to
address decrements in health after they have occurred.

In May 2009, an opinion survey of registered voters in the United States
revealed that the public views prevention as an important component of health
care in the country and believes that prevention efforts should receive more
funding!". Regardless of political party affiliation, geographic region, or demo-
graphic subgroup, the majority of U.S. voters (76 percent) believe the federal
and state governments should invest more strongly in prevention efforts. The
survey also revealed a change in this opinion: in 1987, 45 percent of voters said
the United States should put more emphasis on prevention (versus treatment),
and in 2009, 59 percent said prevention should be given more emphasis
than treatment. Despite the common concern in public health groups that cost
savings must be demonstrated in order to gain support for prevention efforts, 72
percent of voters said that prevention is worth the investment even if it does not
save money because the lives saved and quality of life improvements are worth
the cost!""l.

Core Public Health Disciplines

Although public health is a multidisciplinary field comprising individuals who
may not have formal training in the subject, there are five core disciplines within
public health in which practitioners are trained: epidemiology, biostatistics,
social and behavioral sciences, environmental health, and health management
and policy (Iigure 1.2). Epidemiology is the study of the determinants and
distribution of health outcomes. It encompasses describing health outcomes
based on the frequency or number of events and analyzing health outcomes to
identify risk factors. Epidemiology may be divided into the two broad areas of
chronic disease and infectious disease epidemiology. You will learn more about
epidemiology in Chapters 4 and 5. Biostatistics provides the tools to under-
stand public health data. It is a branch of statistics devoted to understanding
health and health outcomes and allows the analysis of complex studies. Chapter
6 discusses biostatistics in more detail. Environmental health is largely con-
cerned with the impact of various exposures on health. Environment is broadly
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FIGURE 1.2 Core public health disciplines
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defined and may include any aspect of the physical environment and its rela-
tionship to health outcomes. Details about environmental health appear in
Chapters 9 and 10. Social and behavioral sciences focus on individual-
level factors and the impact of external factors on health, primarily the influence
of the social environment. This discipline includes understanding how people
respond to external messages and information and how to change behavior.
Social and behavioral science 1s covered in more depth in Chapters 11 and 12.
Health management and policy is the discipline most concerned with
issues of health care access and the policies at various levels of an organization
or government, as well as how these policies impact health outcomes. More
information about health management and policy is included in Chapters 14
and 15.

Modern public health training programs typically include each of these
disciplines in their master’s of public health (MPH) degree program. Although
each discipline has specialty skills and techniques for conducting its part of public
health research and practice, public health education also includes cross-
disciplinary training. This cross-training allows professionals in different disci-
plines to work together to solve problems that benefit from the application of
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more than one set of skills. For more information about how public health train-

ing programs are organized and the competencies of these disciplines, visit the
Council on Education in Public Health Web site, http://CEPH.org/.

Public Health Ethics

As we have discussed in this chapter, public health seeks to understand disease
and improve health at the population level. To achieve this, some individuals
may be encouraged or required to take actions that may be uncomfortable or
undesirable in order to prevent harm to others. Likewise, in order to understand
risk factors for disease, injury, and other poor health outcomes, public health
professionals must conduct research studies. Research also is required to compare
the effectiveness of vaccines, drugs, interventions, and treatment options in pre-
venting or curing disease. Many public health activities must be carefully assessed
and scrutinized to ensure that the activities conform to public health ethics,
in other words, that the actions taken maintain human rights, individual auto-
nomy, and legal requirements.

Ethical dilemmas abound in public health as we weigh the benefit to the
group against the freedoms of the individual. For example, should we compel
someone with an infectious disease to take medication or to remain in isolation
to prevent others from becoming ill? If we know a behavior greatly increases the
risk of morbidity or mortality, should laws be enacted to prevent it? If we are
trying to understand the risks associated with an activity, but we do not want
study participants to change their activity patterns during the course of study,
are we obligated to disclose the purpose of the study? Some ethical concerns in
public health seem relatively straightforward. For example, few would believe it
ethical to randomly assign study participants to an exposure with even moderate
evidence of harm, such as radiation, for the sake of research alone. Nonetheless,
there are historical examples of studies that proceeded with agency or even
government approval and funding that, in retrospect, were clearly unethical.

As a result of past research transgressions, there are guidelines and systems
in place to ensure that anyone participating in a research study understands the
risks and benefits associated with the study and that the subject consents to be
involved in the study, without being bribed or coerced into doing so. The
Nuremberg Code outlines these and other assurances that must be in place
in order to conduct human subjects research. The code arose from the Nuremberg
trials of 19461947 in which German physicians and their associates were tried,
and many convicted, for killing or disabling thousands of people in Nazi con-
centration camps during World War 111",
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1.

PUBLIC HEALTH CONNECTIONS 1.2
BASIC TENETS OF THE NUREMBERG CODE

The Nuremberg Code comprises ten directives for enrolling people in research
studies, summarized below.

The study subjects should have legal capacity to give consent, have a
choice in participating, and be able to make an informed decision. Study
participants should know the purpose of the study and the risks and
benefits associated with it.

. An experiment involving human subjects should be conducted only if there

is no other way to arrive at the conclusion and if the study results will
benefit society.

. The experiment should be based on the results of animal studies and

knowledge of the natural history of the disease.

. The experiment should avoid all unnecessary physical and mental suffering

and injury.

. An experiment should not be conducted if there is a reason to believe that

death or disabling injury will occur.

. The degree of risk should never exceed the benefit to society.

7. All precautions should be taken to protect the experimental subject from

injury, disability, or death.

. Only scientifically qualified persons should conduct the experiment.
9. The study participants should be free to withdraw from the study at any time.

. If at any point during a study the researchers believe continuing the study

will cause injury, disability, or death among participants, they should end
the study.

cence, and justice), and listing specific requirements needed to meet the ethical
principles (informed consent, assessment of risks and benefits, and fair selection

The Belmont Report was created by the National Commission for the
Protection of Human Subjects of Biomedical and Behavioral Research in 1976
with the intent of providing “an analytical framework that will guide the resolu-
tion of ethical problems arising from research involving human subjects”!"’. The
Belmont Report builds upon the Nuremberg Code, distinguishing between research
and practice, outlining three basic ethical principles (respect for persons, benefi-

of subjects).
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PUBLIC HEALTH CONNECTIONS 1.3
EXCERPTS FROM THE BELMONT REPORT

Part A. Boundaries Between Practice and Research

The purpose of medical or behavioral practice is to provide diagnosis, preventive
treatment, or therapy to particular individuals. By contrast, the term “research”
designates an activity designed to test a hypothesis, permit conclusions to be
drawn, and thereby to develop or contribute to generalizable knowledge
(expressed, for example, in theories, principles, and statements of relationships).
Research is usually described in a formal protocol that sets forth an objective and
a set of procedures designed to reach that research.

Part B. Basic Ethical Principles

1. Respect for Persons. Respect for persons incorporates at least two ethical
convictions: first, that individuals should be treated as autonomous agents,
and second, that persons with diminished autonomy are entitled to protec-
tion.... To respect autonomy is to give weight to autonomous persons’
considered opinions and choices while refraining from obstructing their
actions unless they are clearly detrimental to others.... Respect for the
immature and the incapacitated may require protecting them as they
mature or while they are incapacitated.... In most cases of research involving
human subjects, respect for persons demands that subjects enter into the
research voluntarily and with adequate information.

2. Beneficence. ...The term “beneficence” is often understood to cover acts of
kindness or charity that go beyond strict obligation. In this document,
beneficence is understood in a stronger sense, as an obligation. Two general
rules have been formulated as complementary expressions of beneficent
actions in this sense: (1) do not harm and (2) maximize possible benefits
and minimize possible harms....

3. Justice. Who ought to receive the benefits of research and bear its burdens?
This is a question of justice, in the sense of “fairness in distribution” or
“what is deserved.” An injustice occurs when some benefit to which a
person is entitled is denied without good reason or when some burden is
imposed unduly.... Finally, whenever research supported by public funds
leads to the development of therapeutic devices and procedures, justice
demands both that these not provide advantages only to those who can

(Continued)
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afford them and that such research should not unduly involve persons from
groups unlikely to be among the beneficiaries of subsequent applications of
the research.

Part C. Applications.

1. Informed Consent. Respect for persons requires that subjects, to the degree
that they are capable, be given the opportunity to choose what shall or shall
not happen to them ... the consent process [should contain] three elements:
information, comprehension and voluntariness. Information ... include[s] the
research procedures, their purposes, risks and anticipated benefits, alterna-
tive procedures (where therapy is involved), and a statement offering the
subject the opportunity to ask questions and to withdraw at any time from
the research.... Because the subject’s ability to understand is a function of
intelligence, rationality, maturity, and language, it is necessary to adapt the
presentation of the information to the subject’s capacities.... An agreement
to participate in research constitutes a valid consent only if voluntarily given.
This element of informed consent requires conditions free of coercion and
undue influence.

2. Assessment of Risks and Benefits. The assessment of risks and benefits requires
a careful arrayal of relevant data, including, in some cases, alternative ways
of obtaining the benefits sought in the research. For the investigator, it is a
means to examine whether the proposed research is properly designed. For
a review committee, it is a method for determining whether the risks that
will be presented to subjects are justified. For prospective subjects, the
assessment will assist the determination whether or not to participate.

3. Selection of Subjects. Justice is relevant to the selection of subjects of research
at two levels: the social and the individual. Individual justice in the selection
of subjects would require that researchers exhibit fairness: thus, they should
not offer potentially beneficial research only to some patients who are in
their favor or select only “undesirable” persons for risky research. Social
justice requires that distinction be drawn between classes of subjects that
ought, and ought not, to participate in any particular kind of research,
based on the ability of members of that class to bear burdens and on the
appropriateness of placing further burdens on already burdened persons.
Thus, it can be considered a matter of social justice that there is an order of
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preference in the selection of classes of subjects (e.g., adults before children)
and that some classes of potential subjects (e.g., the institutionalized
mentally infirm or prisoners) may be involved as research subjects, if at all,
only on certain conditions.”

Source: Reference 16.

At universities and other research organizations, an institutional review
board (IRB) or independent ethics committee (IEC) is in place to review
all research protocols before they begin. The purpose of the IRB/IEC is to
protect human subjects, the individuals who will be involved in the research
study. The IRB/IEC typically is made up of researchers and regulatory experts
who understand the federal laws relating to human subject research. The IRB/
IEC ensures that potential study participants are given a complete and honest
assessment of the activities involved in research and any potential positive and
negative outcomes. There also must be a method of collecting and documenting
that research subjects understand the description of and agree to participate in
the study. This can be challenging when studying children or individuals with
cognitive disabilities, for example. Often, another person (a legal representative
or guardian) provides consent on behalf of the study participant. Careful assess-
ment of the consent process must be ensured any time a vulnerable population
1s included in research.

In addition to the actual research process, there are ethical standards regard-
ing the personal information and data collected from individuals. Some data
may be sensitive and could impact a person’s ability to gain employment or
insurance (for example, HIV status or health behaviors such as smoking), thus
data must be safeguarded against disclosure. The same 1s true of personal infor-
mation such as Social Security numbers, which could cause financial loss if
mappropriately disclosed. Within the U.S. Department of Health and Human
Services (HHS; see Chapter 2 for more details), the Office for Human Research
Protections (www.hhs.gov/ohrp) is charged with protecting the rights and welfare
of individuals who participate in research funded by HHS, the primary research
funding agency of the U.S. government. It provides guidance to researchers and
institutions conducting human subject research, registers IRBs and IECs,
enforces policies, and educates the public about their rights and responsibilities
as research subjects.

Throughout this textbook, we will alert you to cases in which ethical con-
cerns arise in addressing public health problems. As we discuss study designs in
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Chapter 5, it is important to think about potential ethical dilemmas that can
arise in selecting study participants and providing different treatment options.
In our discussion of tuberculosis and other infectious diseases in Chapters 8 and
13, think about the implications of the requirement that specific diseases be
reported to public health authorities and the methods used to ensure that indi-
viduals take the prescribed medication to prevent the spread of disease.

Summary

Public health is a multidisciplinary field that has evolved over the centuries from
basic associations between the environment and health into a field comprising
five major disciplines that all work toward preventing poor health outcomes
among populations, using the principle of social justice as a core tenet. Public
health can be defined in many ways, and public health indeed means something
different to different people. Even if it is not identified as such, public health
touches people every day through safe food and drug supplies, clean and often
fluoridated water, and toxic chemical-free workplaces and homes. A number of
individuals have shaped the history of public health, developing the basis for
analytic tools and measures we still use to describe and compare health today.
In addition, social movements have shaped and continue to direct public health’s
mission, scope, and activities. Ethical considerations are important in public
health, and public health shares its ethical basis with other health and medical
fields in landmark works such as the Nuremburg Code and the Belmont Report.
In the upcoming chapters, we will discuss the structure of public health in the
United States, each of the core public health disciplines, and many of the current
and future issues public health will face and address.
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Review Questions

1. Based on what you learned in this chapter, describe how public health and
medicine are similar and how they are different.

2. How has sanitation been important throughout the history of public health?

3. How was John Snow able to identify the cause of a cholera outbreak in
London in 1848 when the infectious agent that causes the disease was not
known at that time?

4. What is the difference between an epidemic, endemic, and pandemic disease?
Provide examples of each type of disease, including the area or country in
which they occur.

5. Use a reliable source to find information about the Tuskegee Syphilis Trial
sponsored by the U.S. Public Health Service from 1932 to 1972. Choose
three tenets of either the Nuremberg Code or the Belmont Report and describe
how the Tuskegee Trial fared in following those tenets.

6. Describe how social justice relates to public health in general and how social
justice relates to the ethics of public health research.
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CHAPTER 2

MODERN PUBLIC
HEALTH SYSTEMS

Lisa R. Chacko, MPH
Sara A. Chacko, MPH

LEARNING OBJECTIVES

® List and define the three core functions of public health and provide a real-life
example of each.

® Define the meaning of population in the context of public health.

® Describe how the social-ecological model is important when considering public
health efforts of prevention.

® Name the three levels of prevention in public health and explain how they differ.

e |dentify examples of federal, state, and local public health organizations.

® Briefly describe how the U.S. public health system is organized.

As we discussed in Chapter 1, outbreaks of cholera, dysentery, and typhoid
fever were not uncommon in the United States at the beginning of the nineteenth
century. The challenging social and economic conditions of the time, including
overcrowding, lack of a clean public water supply, lack of waste disposal systems,
and a general lack of public hygiene played a large part in the high incidence
of these diseases. Over time, however, the development of a public health system,
including a public water and sanitation system; the establishment of local, state,
and federal public health departments; and the development and distribution
of vaccines, led to a dramatic decrease in the incidence of these preventable
diseases. Today, these infectious diseases no longer pose significant public health
problems in the United States. As this historical account illustrates, public
health systems are vital to the prevention of many health issues that directly
affect our health and well-being.

This chapter will discuss the fundamentals of public health and the public
health system in the United States and will briefly introduce public health
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systems abroad. The underlying goal of public health is the prevention of disease,
and throughout this chapter we will emphasize how the structure and function
of public health systems are designed with this goal in mind. The three core
functions of public health, assessment, policy development, and assurance,
form the foundation of all public health activity in the United States, both at the
national and local level. It is through these functions that we identify and describe
problems within the system, design programs and create new laws to address the
issues, and ensure that the programs are implemented as intended. In this
chapter, we will consider an example of how these core functions can be applied
to the problem of obesity in the United States. We will also discuss the concept
of population in the context of public health and contrast it with the field of medi-
cine’s focus on the individual. In its values, theories, research, and practice,
public health is concerned with the health of the group or the population, the
factors that shape its health, and the most effective means to positively influence
that health. Theories used to conceptualize and understand public health, such
as the social-ecological model, will also be addressed. Briefly, the social-ecological
model of health attempts to account for multiple and interacting determinants
of health by considering individual-, relationship-, community-, and societal-
level influences on health, along with their interactions. This model is used to
shape public health research and practice, and we will discuss examples of pro-
grams based on the social-ecological perspective at the national and grassroots
level. The primary goal of public health is prevention. We will discuss how pre-
vention efforts are carried out at three levels, primary, secondary, and tertiary,
and we will provide examples of public health activities at each.

In this chapter, we will also briefly introduce the structure of the U.S. public
health system and discuss the relationship between jurisdiction at the federal,
state, and local levels. In the United States, public health responsibilities are
shared between the federal, state, and local governments as well as between
private and nonprofit entities. We will introduce the primary agencies that have
public health jurisdiction at the federal level, such as the Department of Health
and Human Services and its many operating divisions, including the Centers for
Disease Control and Prevention (CDC), the National Institutes of Health (NIH),
the Food and Drug Administration (FDA), and the Centers for Medicare and
Medicaid Services (CMS). We will also discuss the organization and responsibili-
ties of state and local health departments. State health departments work in
cooperation with the federal government but are run independently within
each state. The state agency in turn operates at the local level through
local health departments, which are responsible for the direct provision of
public health services. As a final consideration, we will look briefly at examples
of public health systems abroad and discuss the challenges and advantages facing
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other countries, depending on their economic and political systems and avail-

ability of resources.

Public Health’s Three Core Functions

In Chapter 1, we addressed the question, what is public health?, and we traced
the history of public health over time. The field of public health differs from the
field of medicine because public health is primarily concerned with the health
of the population and the medical field generally focuses on the health of indi-
viduals. However, there are similarities in the two fields. In the same way that
physicians in the medical field attempt to diagnose and treat diseases in individu-
als, public health officials make efforts to identify and diagnose health problems
in the population, define policies that will treat the problem, and then follow up
on the health of the population to make sure the treatment is working effectively.
As we saw in Chapter 1, the three core functions of public health are assessment,
policy development, and assurance. These functions were laid out and defined
by the Institute of Medicine over twenty years ago in order to clarify public
health’s role in society!". Here we will explore these core functions in greater
depth.

Assessment

Through the process of assessment, the public health community works to iden-
tify and understand social and other issues, such as the environment, that affect
our health. Assessment entails gathering information about a health problem
in order to create a clear picture of the situation that needs to be addressed, its
potential causes, and which groups of people are most affected. Once a public
health issue has been fully assessed, the public health community can use the
mnformation to decide whether it is a top priority that should be addressed. If so,
officials need to generate a plan to solve the problem, and the process continues
into the second core function: policy development. Chapter 3 covers public
health surveillance and data issues in more detail.

Policy Development

After a public health issue has been assessed, officials can make decisions about
the best way to address the issue and begin the process of problem solving.
Policy development is the process of formulating the best strategy to approach
a public health problem and implementing the new program or law. This process
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is usually carried out by the local, state, or federal government. During policy
development, the importance of the issue being addressed in comparison to other
urgent public health issues, the availability of resources, and the feasibility of
solving the problem all must be considered. If the problem is deemed a priority
with a realistic solution, then a specific plan can be created and resources can
be mobilized to carry it out. Policy development is an inherently government-
driven process because new laws and public money are often required to carry
out the plan or policy. After new programs and policies are created and imple-
mented, it is essential to make sure that they are executed effectively. This leads
us to the third core function of public health: assurance.

Assurance

Through the first two core functions, assessment and policy development, a
public health issue is first clearly described and a program is designed and imple-
mented to address it. The final step is to assure that public money and resources
are being used responsibly to carry out the plan and that the success of public
health programs are monitored so they can be changed or discontinued as
deemed appropriate. This step is called assurance, and it is an ongoing func-
tion that loops back into the process of assessment and policy development. For
example, during the assessment of a public health issue, public health officials
may discover that an existing program is doing little to solve the issue or, even
worse, may be exacerbating the problem. In this case, assessment and assurance
overlap and in turn inform the development of new policies to replace current
programs. Figure 2.1 illustrates the cycle of assessment, policy development, and
assurance.

The Three Core Functions in Action

A Real-Life Example: Obesity in the United States
Let’s turn to a real-life example to consider how emerging public health issues
are addressed at the state and federal level using our understanding of the three
core functions of public health. We will review the action of Congress to address
the growing obesity epidemic in the United States through a program called the
Nutrition, Physical Activity and Obesity Program!”.

First Core Function: Assessment Through data gathered in national surveys in
the late 1990s, public health researchers learned that the prevalence of obesity
and overweight had increased dramatically over the past few decades among
both children and adults. Costs associated with overweight and obesity were
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FIGURE 2.1 Public Health Core Functions and
Ten Essential Services
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Source: Reference 2.

calculated at almost $80 billion by this time, and the majority of these costs rested
mostly upon states.

Second Core Function: Policy Development To address the public health and
economic challenges posed by the increased prevalence of overweight and
obesity in the United States, Congress established the Nutrition, Physical Activity
and Obesity Program (NPAO) in 1999. The program is administered through
the Centers for Disease Control and Prevention (CDC), and funding is distrib-
uted to participating states. The goal of NPAO is to help states address the
problems of poor nutrition and physical inactivity and reduce the burden of
obesity and associated chronic diseases by employing evidence-based programs
for increasing physical activity, increasing consumption of fruits and vegetables,
decreasing TV viewing, and increasing breastfeeding.

Third Core Function: Assurance As part of the program, participating states are
required to submit semiannual progress reports summarizing their progress with
respect to infrastructure, collaborations, implementation, and evaluation. The
CDC uses these reports to manage and improve the program.

Through a process of ongoing assessment, policy development, and assur-
ance, NPAO continues to improve and expand its activities. Today, the program
works with twenty-three states to address obesity and other chronic diseases.
NPAO seeks to influence the full spectrum of factors that determine these health
outcomes, from individual behavior to public policy. This broad approach is
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called the social-ecological model, a concept we will explore in further detail
later in this chapter.

Understanding Population

All of us have been to the doctor’s office and met one-on-one with a nurse or
physician to discuss our personal health problems and ongoing health promotion
and preventive care. We might have discussed weight loss strategies, the need
for a vaccine, or how to treat asthma or a sore throat, for example. In this clini-
cal setting, our health is addressed at the individual level. In the public health
setting, however, health is addressed collectively, at the population level.

The term population has various meanings depending on the context. For
example, one might refer to the number of individuals in the country of Mexico
by saying that its population is about 110,000,000 people or collectively refer to
the U.S. population by saying that the population of the United States is very
diverse. However, in the context of public health, a population is defined as a
group of people who share characteristics such as age, race, gender, geography,
income level, and country of origin and who are commonly affected by a public
health issue. For an issue to become a public health priority, it must affect a
defined group of people, or a population. As an example, a program might
identify an urban immigrant community with high rates of obesity living in
Washington, D.C., as its target population.

In public health, the population is often discussed in the context of a popula-
tion focus or population health. This usage implies an underlying focus on
the group rather than the individual. Public health is uniquely concerned
with the group dynamic, and this concern encompasses both small communities
and entire countries. The population focus of public health is considered the
hallmark of the field. According to the Institute of Medicine!"), “A public health
professional is a person educated in public health or a related discipline who
1s employed to improve health through a population focus.” In fact, the key,
unifying factor in all public health work is a focus on population-level health.

Promoting population-level health is complicated by the huge number of
factors that influence health, well-being, and disease. These factors include
complex biological causes and often encompass subtle social dynamics. A broad
perspective that can account for this interrelated web of health risks and deter-
minants i required to understand population health, and the need for such an
approach gave rise to the social-ecological model of health. This model provides
a framework for understanding population health and for carrying out public
health’s three core functions effectively.
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The Social-Ecological Model as a Framework for Prevention

Understanding, influencing, and changing population-level health is a complex
and difficult task. For public health professionals, the goal is to identify the
important health issues facing populations, understand their underlying causes,
design interventions to solve existing problems, and prevent the health issues
from arising in the future. To succeed, we need a framework that accounts for
multiple, interrelated health determinants and aids our efforts to promote health
at the population level.

According to the Institute of Medicine!*, the social-ecological model
“assumes that health and well being are affected by interaction among multiple
determinants of health ... and ... emphasizes the linkages and relationships
among ... factors.” As mentioned in the previous section, it is important to look
beyond biological risk factors to fully understand health. In fact, at least 50
percent of mortality can be attributed to factors other than biology or medical
carell.

What are these other factors? The social-ecological model considers four
levels of influence when describing health, identifying public health issues, and
designing interventions. These four levels are the individual level, the relation-
ship level, the community level, and the societal level®. These four spheres of
influence overlap and interact, as depicted in Figure 2.2.

FIGURE 2.2 Levels of Influence

Interpersonal

Source: Reference 6.
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Four Levels of Influence

Individual Level

Our health 1s largely determined by personal factors such as our genetic predis-
position, behavior, attitude toward health, motivation, beliefs, and family history.
Prevention strategies at the individual level might include mentoring and
education to positively change personal influences on health and illness.

Relationship Level

Our health is also greatly influenced by relationships with peers, partners, and
family members. Prevention strategies at the relationship level often include
education and peer or family programs to promote relationships that support a
positive health outcome. For example, a program designed at the relationship
level might focus on diet and lifestyle education for both those with diabetes
and their families, recognizing that close family members can provide moral and
practical support in making the important diet and exercise changes that are
critical for the appropriate management of diabetes and the prevention of serious
complications.

Community Level

Our health is influenced by our experience in our social environment, such as
our neighborhood, school, and place of work. Prevention strategies at the com-
munity level often seek to change policy and the system as a whole through
means such as awareness campaigns or local programs. For example, a program
to promote physical activity might aim to make neighborhoods more pedestrian
friendly by establishing well-lighted and convenient walking paths and by educat-
ing the public about the importance of building exercise into the daily routine.

Societal Level

Finally, our health is shaped by macro-level factors in society as a whole, such
as religious and cultural beliefs, economic policies, gender or racial inequalities,
and social norms. Prevention strategies at the societal level may employ many
approaches in combination, such as creating new policies, awareness campaigns,
and programs, and they are often carried out by multiple tiers of government
and private or nonprofit entities.

The social-ecological model can be used to inform theory, design research
studies, create community programs, develop policy, and evaluate existing inter-
ventions. Several versions of the model exist, some of which include an additional
level of influence called the wmstitutional or organizational level. This level of influ-
ence fits between the relationship and community levels and allows research and
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FIGURE 2.3 Multiple Determinants of Health
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interventions to focus more directly on the dynamic within organizations such
as schools, churches, or the workplace.

Applying the Social-Ecological Model

Research

A major challenge facing public health researchers is obtaining the data required
to define the nature and magnitude of a public health problem. Historically, only
simple data such as mortality and morbidity (rates of death and disease) have
been collected and used in epidemiological studies. These data are limited in
their ability to completely describe health among populations. More recently
however, broader recognition of the social-ecological model and the myriad of
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factors that can contribute to a health problem has supported a shift to more
detailed data collection. When smoking was added to the list of reportable dis-
eases and conditions in 1996, it was the first time that a health behavior became
part of surveillance. This represented a landmark for public health research!”.
Opver time, even more data have become available through the increased report-
ing and surveillance of demographic and lifestyle risk factors, such as physical
activity. This has in turn served to better inform health policy and intervention
design. Chapter 3 offers a comprehensive review of public health data collection
in the United States.

The merits of the social-ecological model, including its comprehensiveness
and ability to account for the complexity of health, create a challenge for
research. Public health researchers must make every effort to think in broader
terms and address a greater number of research questions in their work.
Furthermore, research must often employ interdisciplinary teams of investiga-
tors, including social scientists, epidemiologists, biostatisticians, clinicians, and
economists in order to bring an appropriate level of expertise to all components
of the model.

Programs and Interventions

The complexity of the social-ecological model can make it difficult to apply its
principles when designing programs and interventions to address public health
issues. Over time, however, the model is being used to design public
health programs with increasing success. Two examples of the social-ecological
model in practice are discussed below. The first is a large-scale program that
addresses violence throughout the United States, and the second is a nonprofit
organization that assesses the health needs of an immigrant community.

A Real-Life Example at the National Level: The CDC

and Violence Prevention

The Centers for Disease Control and Prevention (CDC) is a govern-
ment agency dedicated to protecting health and promoting quality of life
through the prevention and control of disease, injury, and disability. In the late
1970s, the CDC identified violence as a priority area for public health, and
throughout the 1980s it established goals and programs for the prevention of
violence. By the early 1990s, the CDC established a Division of Violence
Prevention (DVP), which monitors violence and related injuries, conducts
research on factors affecting violence, creates and evaluates violence prevention
programs, and helps state and local governments implement programs. To fully
understand violence as a public health issue and to inform these prevention
efforts, the CDC relies on the social-ecological model of health. Because violent
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behavior is extremely complex in its root causes, the CDC has examined the

interplay between individual-, relationship-, community-, and societal-level influ-
ences on susceptibility to and protection from violent behavior. As a result of this
effort, the prevention strategies employed include a continuum of activities, such
as community education and awareness efforts, identification of risk and protec-
tive factors, and surveillance of violent behavior, to further inform educational
prevention programs. These activities address all levels of the social-ecological
model in order to create a sustainable approach to violence prevention!”.

A Real-Life Example at the Local Level: Puentes de Salud

and Immigrant Health

Puentes de Salud (Bridges to Health) is a nonprofit organization that works as
an innovative model for health promotion in the South Philadelphia Latino
community. This population has grown dramatically in the past decade, and
social support systems targeting this community, including health care, educa-
tion, and public assistance, have lagged behind. The community has a high
prevalence of preventable chronic disease, largely attributable to lifestyle factors.
Recognizing multiple and interacting determinants of health, the Puentes de
Salud model uses a social-ecological approach to address public health issues
facing this community. The model includes providing primary health care, basic
dental care and screenings, and referrals to low-cost or free specialist care in the
community, as well as health education programs, community outreach, and
training of future health care professionals. Through collaborations with private
and public organizations, including academic institutions, Puentes offers classes
and workshops in immigration legal issues, nutrition, and English as a second
language. The Puentes model targets many different angles of the social and
health problems of this Latino community and exemplifies the social-ecological
model at work at the grassroots level”.

Three Levels of Prevention

The underlying goal of all public health efforts is prevention. Preventing
disease before it begins reduces unnecessary suffering and makes the best use of
health care resources. Prevention works on multiple levels and in some cases
may even apply to certain subsets of the population who already have disease.
There are three levels at which prevention efforts can be focused, known as
the primary, secondary, and tertiary levels. At the primary prevention level,
we seek to prevent disease before it begins. Activities at this level include health
promotion and education, as well as provision of primary health care services.
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At the secondary prevention level, our goal is to detect disease while it is still
in its early stages and reduce its progression and effects. This level includes
screenings and case finding, followed up by early intervention and control of risk
factors. At the tertiary prevention level, advanced disease is already present,
so we seek to reduce complications and mortality. At this level, efforts are focused
on disease management and continuing care. The primary level of prevention
is the most effective for many public health issues, and ideally, the majority of
resources should be focused at this level. However, people who are already ill
can still benefit from prevention efforts at the secondary and tertiary level, as
outlined in Table 2.1,

Examples of Prevention Levels

Below are two examples of how activities or interventions can target cach level
of prevention for a public health problem. Iirst, consider the goal of preventing

Table 2.1 The Three Levels of Prevention

Level of
Prevention Primary Secondary Tertiary
Who is Healthy population At-risk population  Diseased/affected
targeted? population
What is the Prevent the well Prevent the at-risk  Prevent the
goal? population from population from diseased
becoming at-risk developing population from
disease and suffering
needing complications,
hospitalization disability, or
readmission to
hospital
Types of Promotion of healthy Screening Treatment and
interventions behaviors and Case finding acute care
environments Periodic health Disease
across the life examinations management

Who is
responsible?

course

Education and public
awareness
campaigns

Vaccinations

Public health

Primary health care

Other sectors, i.e.,
media, community
organizations

Early intervention

Risk factor control:

lifestyle and
medication

Primary health
care
Public health

(continuing care,

maintenance,

self-management)
Rehabilitation

Hospital care
Specialist services
Primary health care
Community care
Public health

Source: Reference 9.
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cervical cancer among women. A major cause of cervical cancer is infection
with human papillomavirus, or HPV, a sexually transmitted infection (STT). It
1s estimated that eleven thousand women in the United States are diagnosed
with cervical cancer each year, and four thousand women in the United States
die of cervical cancer annually!'”’. Primary prevention efforts against cervical
cancer are intended to prevent the onset of disease and include public awareness
and education campaigns, such as public service announcements or commercials
about the relationship between HPV and cervical cancer and avoiding STIs, for
example by the use of condoms. Also, vaccinating people against HPV is part
of primary prevention. (Currently, Gardasil® is the only FDA-approved HPV
vaccine, and it is given to young women between the ages of nine and twenty-
six.) A screening test, the Papanicolaou or Pap test, can detect changes in cells
of the cervix that may indicate cancer. Screening for cervical cancer allows early
detection and prevention of disease progression and is an example of secondary
prevention of cervical cancer. Finally, tertiary prevention includes chemother-
apy, radiation, or surgery to remove cervical cancer, thus reducing complications
and mortality due to the disease!'".

Motor vehicle safety is another example of a public health issue for which
we can intervene at multiple prevention levels. Primary prevention of motor
vehicle crashes includes improving road safety, for example by adding medians
or barriers to prevent motorists from crossing into oncoming traffic or running
off the road. In addition, installing traffic signs and lights are examples of primary
prevention interventions because their purpose is to prevent crashes from occur-
ring. Secondary prevention includes efforts to reduce injury or severity when a
crash occurs. To accomplish this, we can install and require the use of seat belts
in cars as well as car seats or booster seats for children. We also can establish
and enforce speed limits to minimize damage done in a crash. Finally, tertiary
prevention in motor vehicle safety involves minimizing disability or injury caused
by a crash. This may be accomplished by ensuring that an adequate and respon-
sive Emergency Medical Services (EMS) system exists and that there is access to
trauma centers for rapid medical care of crash survivors.

For virtually any public health problem, there are strategies to prevent an
outcome from occurring (primary prevention), to limit the negative impact of an
event (secondary prevention), and to reduce long-term disability or morbidity
associated with the event (tertiary prevention). It is important to recognize and
identify action steps at all levels of prevention. Historically, the prevention
message and focus of public health has alienated some individuals who felt
they were viewed as public health failures because some aspect of their life or
experience had not been prevented. For example, many primary prevention
efforts exist to prevent birth defects and developmental disabilities. Although it
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1s important to educate pregnant women that adequate folic acid intake during
pregnancy reduces the risk of giving birth to a child with a neural tube defect
(spina bifida), for example, it is also important to have public health measures
in place to improve the health of children who are born with such a defect. In
a child with spina bifida, secondary and tertiary prevention efforts, including
surgery, may be necessary. Primary prevention of other health conditions related
to spina bifida, such as urinary tract infections or pressure sores, called secondary
conditions to convey that they are related to the primary health condition or dis-
ability, are also vital and can improve health and quality of life. When designing
public health messages about prevention, it is critical to be sensitive to the fact
that members of the audience may have the health attribute or condition the
message seeks to eliminate.

The U.S. Public Health System

In the United States, public health efforts are organized through a hierarchy of
powers shared among the federal, state, and local governments, as well as private
and nonprofit entities. Because the responsibility to ensure the public’s health is
not explicitly delegated to the federal government by our Constitution, public
health authority was historically left to state and local government. Over time,
the value of federal involvement in public health has been revealed by periods
of economic distress, during which the larger infrastructure, budget, and unifying
authority of the federal government was necessary to keep public health pro-
grams in place. Other advantages to national-level policies and laws have also
become apparent through programs such as medication oversight and standards
for food safety and additives, automotive crash standards, and water purity. The
balance of powers between the federal and state governments with regard to
public health and health care continues to evolve and is shaped both by politics
and by the needs of society. The past decade has seen a gradual return of power
to the states, but with severe budgetary constraints facing states, the United
States could return to a more centralized approach to public health planning,
as 18 seen in many other countries.

Public health is tied to government by the very nature of its core functions.
As described in previous sections, public health is responsible for assessing public
health issues, developing policy, and assuring that policies and programs are
carried out. Only our government (at all levels) has the authority to create
new laws, regulate programs and industries, and use taxpayer money to fund
public health initiatives. Because of this important tie to government, an under-
standing of the governmental public health infrastructure is essential to your
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understanding of public health in the United States. In this section, you will learn

about the balance of powers between the federal, state, and local governments
and be introduced to the many agencies that regulate and ensure our health.

Public Health at the Federal Level

The federal government plays an essential leadership role in the nation’s public
health efforts. Working in cooperation with state and local governments, federal
agencies responsible for public health set the national agenda for research, inter-
ventions, and policy. The largest public health agency in the United States is the
U. S. Department of Health and Human Services (HHS). This umbrella
agency includes a wide range of subagencies whose activities include research,
health service provision and financing, industry regulation, health promotion,
policy analysis and development, surveillance, and intervention design. In Public
Health Connections 2.1, the primary operating divisions of HHS are listed, along
with their Web sites and mission statements.

PUBLIC HEALTH CONNECTIONS 2.1

U.S. DEPARTMENT OF HEALTH AND HUMAN
SERVICES PRIMARY OPERATING DIVISIONS
AND MISSIONS

Administration for Children and Families (ACF), www.acf.dhhs.gov/

To promote the economic and social well-being of families, children, individuals,
and communities.

Agency for Healthcare Research and Quality (AHRQ), www.ahrq.gov
To support, conduct, and disseminate research that improves access to care and
the outcomes, quality, cost, and use of health care services.

Administration on Aging (AoA), www.aoa.gov
To promote the dignity and independence of older people and to help society
prepare for an aging population.

Agency for Toxic Substances and Disease Registry (ATSDR), www.atsdr.cdc.gov
To serve the public by using the best science, taking responsive public health
actions, and providing trusted health information to prevent harmful exposures
and diseases related to toxic substances.

(Continued)
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PUBLIC HEALTH CONNECTIONS 2.1

U.S. DEPARTMENT OF HEALTH AND HUMAN
SERVICES PRIMARY OPERATING DIVISIONS
AND MISSIONS (Continued)

Centers for Disease Control and Prevention (CDC), www.cdc.gov
To promote health and quality of life by preventing and controlling disease, injury,
and disability.

Centers for Medicare & Medicaid Services (CMS), www.cms.hhs.gov
To ensure effective, up-to-date health care coverage and to promote quality care
for beneficiaries.

Food and Drug Administration (FDA), www.fda.gov
To rigorously assure the safety, efficacy, and security of human and veterinary
drugs, biological products, and medical devices and assure the safety and security
of the nation’s food supply, cosmetics, and products that emit radiation.

Health Resources and Services Administration (HRSA), www.hrsa.gov
To provide the national leadership, program resources, and services needed to
improve access to culturally competent, quality health care.

Indian Health Service (IHS), www.ihs.gov
To raise the physical, mental, social, and spiritual health of American Indians and
Alaska Natives to the highest level.

National Institutes of Health (NIH), www.nih.gov
To employ science in pursuit of fundamental knowledge about the nature and
behavior of living systems and the application of that knowledge to extend
healthy life and reduce the burdens of illness and disability.

Substance Abuse and Mental Health Services Administration (SAMHSA),

www.samhsa.gov
To build resilience and facilitate recovery for people with or at risk for substance
abuse and mental illness.

Source: Reference 12.

Of the agencies listed in Public Health Connections 2.1, perhaps the most
well-known are the CDC, the National Institutes of Health, the Food and Drug
Administration, and the Centers for Medicare & Medicaid Services.

In this chapter, we have already discussed the role of the CDC in developing
prevention programs such as NPAO and use of the social-ecological model
in establishing the Division of Violence Prevention. Established in 1946 and
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headquartered in Atlanta, Georgia, the CDC’s work is often collaborative with
states and is essential to disease surveillance in the United States. The CDC
monitors infectious disease, including those associated with bioterrorism, and is
responsible for our nationwide immunization program and health statistics. The
National Institutes of Health (NIH) is a world leader in medical research.
The NIH provides leadership in setting research priorities for the nation, funds
research efforts at private and public institutions, is actively involved in the
publication and dissemination of research findings, and supports the training
of experts in medical sciences. The NIH employs more than fifteen thousand
individuals and is based in Bethesda, Maryland, near the U.S. capital'”. The
Food and Drug Administration (FDA) was established in 1906 and is
responsible for ensuring a safe food, cosmetic, and medicine supply for the
United States. As a regulatory body, the FDA is in charge of an enormous range
of industry activities, monitoring an estimated $1 trillion worth of goods each
year throughout their manufacture, importation, transportation, storage, and
sale!'"’. The Centers for Medicare & Medicaid Services (CMS) provides
health insurance coverage to vulnerable Americans, including children, the
elderly, and low-income populations. Medicare, the program that insures
Americans age 65 and older, is administered federally, and Medicaid, the
program that insures low-income Americans, and the State Children’s Health
Insurance Plan (SCHIP) are administered in partnership with states. Through
CMS, the federal government is the largest purchaser of health-related services
in the United States!""..

The Environmental Protection Agency (EPA) is the national leader in
environmental science, research, education, and assessment efforts. The EPA is
responsible for developing and enforcing environmental regulations for such
areas as clean air and water; giving grants to fund state environmental programs,
nonprofits, and educational institutions; conducting research on environmental
1ssues; teaching the public about the environment; and sponsoring partnerships.
The EPA was established in 1970 and employs more than fifteen thousand
people nationwide (www.epa.gov). The Office of the Surgeon General
(OSG) is part of the Office of Public Health and Science and oversees the
Commissioned Corps of the U.S. Public Health Service. The Commissioned
Corps is a team of more than six thousand public health professionals responsible
for the nation’s health promotion and disease prevention programs and for
advancement of public health science. The surgeon general is the country’s
chief health educator and provides Americans with the latest scientific informa-
tion on how to improve their health and reduce the risk of illness and injury
(www.surgeongeneral.gov). The Department of Veteran Affairs (VA)
1s responsible for providing military veterans with a wide range of benefits,
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including health care. The VA health care system is large and well-organized,
with health facilities throughout the United States. The VA operates as a single-
payer health system, in which the government acts as the financer and provider
of health services for the covered population!.

Public Health at the State Level

Every state and territory in the United States has its own public health agency
that operates in cooperation with the federal government and independently
from other states. These agencies’ structures, responsibilities, and authority vary
in accordance with the needs of the state’s population and the law by which the
agency was first created. In most cases, the state health department is an
umbrella agency under which local health departments exist and operate, and
such departments are funded by a combination of state and federal dollars.
Funding received from the federal government is often accompanied by stipula-
tions about its use; for example, it is earmarked to deliver diabetes education
programs, operate STT surveillance and treatment, or provide tobacco education
and control. State agencies are responsible for supporting the federal govern-
ment’s efforts to carry out public health’s three core functions (assessment,
policy development, assurance) either directly or through the local public health
agencies!".

Public Health at the Local Level

There are nearly three thousand local health departments throughout the
United States, with huge variation in size, administrative structure, budgetary
constraints, infrastructure, and the populations they serve. Local health depart-
ments are often organized at the county level, and most provide a wide range
of services, including health screenings, immunizations, community outreach
and education, epidemiology and disease surveillance, vital statistics, mater-
nal and child health services, food safety and restaurant regulation, tuberculosis
testing, infectious disease control, and some primary health care services. Local
health departments often work on extremely limited budgets and are challenged
by the needs of the diverse and vulnerable populations they serve. Unlike state
and federal agencies, many local-level public health agency staft members have
no formal public health training, which represents a constant challenge for the
provision of quality services and programs. As mentioned above, local health
departments do not typically operate as independent entities but rather work in
conjunction with the state health department. Despite chronic underfunding
and lack of adequately trained personnel, local health departments form the
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backbone of the U.S. public health system by acting as the frontline, grassroots
level of government action'.

Public Health Systems Globally

Until now, our discussion has focused on public health within the United States.
Let us now consider how health is assured around the world. What unique chal-
lenges and advantages do other countries face in their efforts to carry out public
health’s core functions? Every country establishes its health care delivery and
public health systems in accordance with its history, culture, economics, politics,
and resources. Often, health systems are built up over time in response to stimuli
such as economic changes, outbreaks of infectious disease, or a threat of bioter-
rorism. Not all systems will or should look alike. In this section, we consider
public health systems abroad, and we will consider the public health systems of
two of our neighboring countries: Canada, to our north, and Cuba, to our south.
We will then turn our attention to the unique challenges facing developing
countries as they work to establish new public health systems. See also the
example of planning for a new health system in Turkey discussed in Chapter 3.

Public Health in Canada

The Canada Health Act, passed in 1980, established a comprehensive single-
payer health care system and guaranteed access to unwersal medical care for all
Canadians regardless of ability to pay, age, or health status. Even before the new
health care system was established, a 1974 report entitled New Perspectives on the
Health of Canadians recognized that health requires more than a strong health
care system and called attention to social influences on health, emphasizing that
social inequalities lead to health disparities. This report led to new efforts in
health promotion, community outreach and advocacy, and policy development
leading toward the goals of public health. The concept of health promotion was
further developed in a 1986 report, Achicving Health for All: A Framework for Health
Promotion. Also known as the Ottawa Charter for Health Promotion, this docu-
ment called on all countries to emphasize public health through policy and
programs. In 2004, the Public Health Agency of Canada was established to
centralize the nation’s public health activities. This agency is devoted to carrying
out disease prevention, health promotion, emergency preparedness, and the
strengthening of Canada’s public health infrastructure. The agency continues to
set the nation’s public health agenda and work through collaboration with

federal, provincial, and territorial governments!'®),
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Public Health in Cuba

The current Cuban health system was established in 1959 after the Cuban revo-
lution reshaped the entire nation’s infrastructure. The Cuban health system is
entirely government run and paid for, and public health and health care are
fully integrated"”). Since its inception, the system has faced many challenges,
primarily lack of resources and funding. However, the system has continued to
draw the global health community’s attention because of its ability to produce
excellent public health statistics on a very limited budget. Cuba’s approach to
public health is the maintenance of an extensive primary care network.
Throughout the country, polyclinics (primary care centers that offer a wide range
of outpatient services) and neighborhood clinics provide open access to primary
care doctors and community health services. Doctors typically live in the same
neighborhood they serve, and education and health promotion services are
emphasized. Despite severe economic hardship, the Cuban model has been able
to reduce morbidity and mortality over the past fifty years by funneling available

resources into prevention and primary care!'?l.

Public Health in Developing Nations

Despite remarkable advances in modern medicine, much of the world’s popula-
tion continues to suffer the consequences of poor nutrition, lack of proper sanita-
tion, and severely limited access to health services. Globally, the leading causes
of death in developing nations include preventable diseases such as lower respira-
tory infections, diarrhea, malaria, and HIV/AIDS. Nations that are beginning
to develop health systems face many challenges: lack of money, lack of properly
trained health personnel, lack of public health expertise, pressure from interna-
tional organizations to design systems according to predefined parameters, and
inefficient use of resources, to name only a few. Developing nations must make
difficult decisions regarding the best way to invest available funds for the devel-
opment of an appropriate health infrastructure and often look for external advice
and support in doing so. Policy makers in developing nations must decide how
best to model their own systems on those of other nations. International lending
organizations tend to stipulate the way in which loans are spent in favor of free
market—style health systems like that in the United States; however, some global
health experts argue that it is more realistic to use a Cuban-style model in low-
resource contexts such as those encountered in developing nations. While these
policy debates continue, countless lives are lost due to poor public health stan-
dards and high prevalence of preventable diseases. The establishment of viable
health systems throughout the world is an enormous task facing this century’s
public health community.
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Summary

There are three core functions of public health, that of assessment, policy devel-
opment, and assurance. Public health focuses on population, a group of people
who share characteristics such as age, race, gender, geography, income level, or
country of origin and who are commonly affected by a public health issue,
whereas the medical field focuses on the individual. The social-ecological model
of health attempts to account for multiple and interacting determinants of health
by considering individual, relationship, community, and societal-level influences
on health, along with their interactions. There are three major levels of preven-
tion, primary, secondary, and tertiary, and there are specific programs that target
those different levels. In the United States, public health efforts are organized
through a hierarchy of powers shared among the federal, state, and local govern-
ments as well as private and nonprofit entities. Canada has a comprehensive
single-payer health care system and guaranteed access to universal medical care.
The Cuban health system is entirely government run and operates on limited
resources. Developing nations face many challenges in developing public health
systems and must make difficult decisions regarding the best way to invest

available funds for the development of an appropriate health infrastructure.
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Review Questions

1. Describe the three core functions of public health.

2. Provide an example of a current public health policy and trace its creation
and implementation using the three core functions of public health.

3. Define the social-ecological model. Identify an example of a local organiza-
tion that applies this model.

4. What are the four levels of influence of the social-ecological model?

5. What are the three levels of prevention? Define each and give an example.

6. Describe how the U.S. public health system is organized at the federal, state,
and local level.

7. What are some of the challenges facing public health systems in developing
countries?
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CHAPTER 3

DATA FOR PUBLIC HEALTH

Elena M. Andresen, PhD
Erin D. Bouldin, MPH

LEARNING OBJECTIVES

® Define surveillance.

® |dentify key sources of public health data in the United States, including the United
States Census, vital statistics, national surveys, and registries.

® Understand the reasons why topics are chosen for surveillance activities in public
health.

® Describe how data apply to the core public health function of assessment.

® Recognize the types of information available through common public health data
systems.

This chapter provides an introduction to the vast array of data collected and
available for use in public health activities such as planning and research. The
majority of this chapter is about surveillance data, that is, information we collect
routinely and in an ongoing fashion to inform public health. We touch on some
key data sources and describe who is included in each and the population they
represent. For example, the United States Ceensus is a data source that is intended
to include every person in the country, but most sources of information we use
in public health are based on a sample of people or events. Survey-based surveil-
lance systems include the Behavioral Risk Factor Surveillance System and the
Youth Risk Behavior Surveillance System, and these two examples demonstrate
how surveillance is conducted in practice, what types of data are collected,
and how data are used. We will also see how the content and topics are
chosen for surveillance, including determining how common a disease is, the
potential for intervention, trends in disease, and public opinion.

Public health data are key to performing the core public health function of
assessment (see the discussion in Chapter 1 on the Institute of Medicine’s report,
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The Future of Public Health, and the summary of the core functions of public
health!"). Many of the activities that make up public health assessment and
surveillance are conducted by epidemiologists, biostatisticians, and demogra-
phers, but other disciplines in public health are involved as well. For example,
data may be collected by nurses and physicians as part of their clinical and
patient treatment work or by laboratory technicians and medical records special-
ists in health care settings. We will take a closer look at death certificate data as
one key component to public health data. Death certificates form a key part of
national vital statistics data (births and deaths).

How Do We Decide What to Include in Surveillance?

Public health surveillance is defined as “... the ongoing systematic collection,
analysis, and interpretation of outcome-specific data for use in planning, imple-
mentation, and evaluation of public health practice.” P * Surveillance systems
are useful in public health because their ongoing nature provides information
over time. Typically, surveillance questions are consistent across populations or
geographic areas, and they change infrequently. These attributes allow public
health professionals to look at surveillance data and identify trends in the types
of people or groups affected by a specific health concern or to identify whether
certain health behaviors or health outcomes are changing over time. Surveillance
data are therefore useful in making decisions about what health topics to address
and how and where to spend public health dollars efficiently.

There are many health problems that we might want to understand.
Individuals and even the general public may have strong opinions about what
topics are important enough to be included in surveillance systems. Recent
public outcry about the problem of medical errors in hospitals raises the ques-
tion, why don’t we have a national list (or data) regarding the problem of medical
mistakes? For example, actor Dennis Quaid raised this issue after a massive
overdose of a blood-thinning medicine was administered to his newborn twins,
a potentially fatal error”, He noted that this exact error had occurred before
and had even killed newborns. For more information on the problems of medical
errors, see the Agency for Healthcare Research and Quality (AHRQ) Web site
(www.ahrq.gov/qual/errorsix.htm). The AHRQ) estimates that there are as
many as ninety-eight thousand deaths each year in the United States due to
medical errors, making it the eighth most common cause of death™. So why is
there no surveillance system for medical errors in the United States? We do
collect data on deaths (see below), but this is a slow process to find possible
problems and includes only fatal events. As we will see below, if a health event
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1s common and serious, it is more likely to be included as an important topic for
surveillance activities.

Public health provides some of the input to help set policies, usually at the
national level, regarding what to include in surveillance systems. As in other
decisions in public health, we live with the real issue of the public cost of our
decisions. We cannot afford to collect information on all health issues, nor
would many people want to have every aspect of our health, our personal
medical experiences, and our health behavior monitored. Surveillance systems
require substantial time and money to establish and maintain. Therefore, six
criteria are generally used to decide what health events should be chosen for
surveillance activities: the frequency of the health event; the severity,
cost, preventability, and communicability; and public interest in the
health event!”.

Let’s use the example of medical errors to expand on these criteria. As
noted above, the AHRQ) has reported that medical errors frequently contribute
to death, so the problem is both frequent and severe. In addition, we might
assume that even when not fatal, the medical care and treatment necessary to
correct the error is likely to be expensive. For example, in the case of the Quaid
twins, the mistake required a team of medical care experts and many extra
days in the hospital. Are mistakes preventable? This is a complex issue®, but
the answer is yes. We can take steps to prevent errors if we know the common
causes at the individual and system levels. For example, clearer and more
distinct medication labels might prevent a nurse from delivering the wrong dose
to a patient. Improved education for pharmacy technicians and other hospital
staff could prevent medication stocking errors in hospitals. Additional monitor-
ing systems in hospitals could help ensure that the correct medications are safely
administered more often. Finally, public interest about medical errors is very
high. Widespread media coverage of medical errors such as that experienced
by the Quaid twins is one measure of interest. Most of us find this personally
relevant, and perhaps even know someone who has been affected by a medical
error. However, the pragmatic issue of collecting specific information on a
routine basis from hospitals demonstrates the formidable problem in routine
surveillance. Hospitals are variously funded and are administered privately,
publicly, and within federal agencies, such as the Department of Veterans
Affairs. Hospitals are not the only place medical errors take place: pharmacies,
nursing homes, and clinics would have to be included in surveillance as well.
Currently, no consistent data collection or surveillance system for medical
errors exists across the many health arenas in which they occur. However, some
data are collected, and there is ongoing effort to change policies to reduce
medical errors.
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One aspect of the criteria for surveillance not included in the category of
medical error is communicability of a health event. This criterion is relevant
when we talk about infectious disease, and Chapter 8 covers this area of public
health in detail. The issue of communicability (the disease passes from one
person, object, or animal to another) is important in surveillance because by
consistently collecting data about a communicable disease, we may be able to
stop its spread. Think about the kinds of public announcements you may have
heard on the news. In recent years, new strains of influenza virus have been
identified and have spread rapidly around the globe. Influenza surveillance
activities have allowed these new strains to be identified quickly and have
detected how rapidly and to what areas the virus has spread. This information
allows public health officials to alert the public to be vigilant about hand washing
and other preventive precautions and also to be alert if traveling to or living in
certain areas or participating in specific activities. Likewise, the public may be
alerted about more localized communicable disease threats, such as a restaurant
employee with hepatitis A or a beach closure because of sewage contamination.
Public health surveillance activities are the likely reason that these events are
detected. As a result, warnings can be publicized, keeping more people from
contracting an illness.

Universal Surveillance Systems and Activities

Typically, it is not feasible to collect surveillance information about every person
in a population. However, several examples of universal (all-inclusive) sur-
veillance systems exist, including the United States Census and vital statistics
systems.

The Census

We often overlook the decennial (every ten years) United States Census as a
source of public health information. But in addition to providing a count of how
many people reside in the United States, the Census contains information on
where and how people live. The Census is used to describe neighborhoods (for
example, crowding) and personal conditions (for example, poverty) that can
affect health. Some personal conditions, such as disability, are measured also!”’.
Tigure 3.1 is a county-level map of disability prevalence (the number of people
with a disability) in Florida based on questions used on the long form of the 2000
Census. Public Health Connections 3.1 gives the full set of Census questions
asked about disability. If we viewed a similar map of the United States, we would
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see a distribution of disability inequality that mirrors distributions of chronic disease
such as stroke and heart disease. The reasons for this are not apparent from the
Census, but this pattern of poorer health in the southeastern part of our nation
has given rise to the description of the area as the stroke belt”. There is,
indeed, a higher incidence of this serious vascular disease as well as its associated
risk factors, such as smoking and hypertension, in this region. However, geo-
graphic patterns are similar for a variety of chronic diseases and conditions,
health behaviors, and less access to health care!” based on data from the
Behavioral Risk Factor Surveillance System (see below). The Census also has
the advantage of gathering data from very large numbers of people, thus it is
one of the few sources of information that can be used for describing small
geographic areas, such as counties or even neighborhoods.

FIGURE 3.1 Prevalence of Disability Among Women Age
Sixteen to Sixty-four by County in Florida
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PUBLIC HEALTH CONNECTIONS 3.1
CENSUS 2000

During the 2000 United States Census, just six questions were asked about each
member of a household who was age five or older. One out of six households
were randomly selected to answer an additional fifty-two questions contained in
the long form of the Census. The head of the household (self-selected) answered
questions about himself or herself and then acted as a proxy for other people in
the household.

The following questions were used to assess disability status and appeared
only on the long form:

Does this person have any of the following long-lasting conditions:

a. Blindness, deafness, or a severe vision or hearing impairment?

b. A condition that substantially limits one or more basic physical activities
such as walking, climbing stairs, reaching, lifting, or carrying?

Because of a physical, mental, or emotional condition lasting 6 months or more,
does this person have any difficulty in doing any of the following activities:

a. Learning, remembering, or concentrating?
b. Dressing, bathing, or getting around inside the home?

c. (Answer if this person is 16 years old or over.) Going outside the home
alone to shop or visit a doctor’s office?

d. (Answer if this person is 16 years old or over.) Working at a job or
business?

Vital Statistics

In all countries, records about births and deaths, called vital statistics, form
an important part of public health surveillance. These documents are used pri-
marily as a legal certification of births and deaths; that is, they are part of a legal
and administrative system of information. For example, you typically need a

certified copy of a birth certificate to enroll a child in school, and a widow needs

a legal copy of a death certificate to receive pension benefits from her husband’s

employment. In most countries, the information from these documents is col-
lected and used to examine trends and shifts in population health. From these
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vital statistics data, we know that the leading causes of death in the United States
are heart disease, cancer, stroke, chronic lower respiratory disease, unintentional
injuries (accidents), diabetes, and Alzheimer’s disease!'”’. Let us examine the
1948 Ohio death certificate of our first aviator, Orville Wright (Figure 3.2). It
says that Mr. Wright died of a form of heart disease three days after a coronary
occlusion from sclerosis (now called atherosclerosis) with possible pulmonary
congestion (now called congestive heart failure) at the relatively advanced age of
seventy-six.

FIGURE 3.2 Example of a Death Certificate, Orville Wright

Source: Reproduced with permission from the Ohio Historical Society from the
Ohio Divison of Vital Statistics.
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In developing nations, documents about births and deaths may not be uni-
versally available. For example, in Turkey the government estimates that a
formal death certificate is completed for about 60 percent of people who die and
notes that death certificates are more common for people who live in major
urban centers. By custom, Turkish people are typically buried quickly, often
within twenty-four hours. In addition, Turkish religious customs result in medical
autopsy (the internal and external examination of a person who has died) being
uncommon.

In order to have a more accurate representation of mortality and causes
of death, the Turkish government conducted in-person surveys of the health of
people from twelve thousand randomly selected households and augmented this
with a registry of deaths. When a death was reported in a selected household or
in a nearby neighbor’s household during the preceding twelve months, a physi-
cian visited the house to complete a “verbal autopsy” and determine a cause of
death!"" ", Sixty percent of 1,085 deaths reported during the survey occurred
at home. In summarizing the findings, Turkey was able to report accurately that
the leading causes of death in rural children aged one month to five years were
lower respiratory infections (21.6%), congenital heart disease (16.2%), and men-
ingitis (10.8%). Note that respiratory infections (such as pneumonia) and
meningitis are both infectious diseases that are amenable to medical treatment.
Among rural adults, the top three causes of death were ischemic heart disease
(15.4%), hypertension (12.7%), and myocardial infarction or heart attack (9.1%),
all chronic diseases. As Chapter 1 describes, chronic discases have overtaken
infectious diseases in most developed nations as leading causes of morbidity and
mortality. For Turkey, data on causes of death in rural areas had been inexact
because of the lack of death certificates, and the new data are helping
the country with plans for improvements in the national health plan!*. The
data also suggest that Turkey, a country midway in its economic development,
experiences health conditions that are midway between developing and
developed nations.

In the United States, death certificates have very consistent formats (Figure
3.3). The cause of death section is used to specify the underlying (major) cause
of death. These data are collected nationally and add significantly to our ability
to understand health trends. For example, the epidemic of lung cancer has finally
begun to decrease among men in the United States (Figure 3.4), but continues
to increase for U.S. women. We know that this epidemic is largely due to
smoking. As smoking rates increased, so did lung cancer, but the lung cancers
occurred decades after people began smoking. Because smoking rates decreased,
eventually so did the epidemic of lung cancer in men. Widespread smoking
occurred later in the United States among women, so the peak of their lung



FIGURE 3.3 A United States Standard Death Certificate
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FIGURE 3.4 Lung Cancer Epidemic in the United
States 1975-2006
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cancer epidemic has not yet been reached. Because smoking rates have declined
in women, we expect the lung cancer epidemic among women to decline as well.

Birth certificates are rich sources of health information about childbirth,
infant conditions, maternal health, and even social circumstances and medical
care. Table 3.1 provides examples of the data collected at the time of birth that
are used to describe mothers and their pregnancy experiences, the infant health
and condition, and aspects of the delivery and health care. These data have been
used to track the prevalence of preterm (delivered at less than thirty-seven weeks)
and low birth weight (less than 2,500 grams or 5.5 pounds) infants, for example.
Figure 3.5 shows an alarming increase in both preterm and low birth weight in
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Table 3.1 Examples of Information Available from U.S. Standard
Birth Certificates

Data on mothers Age, education, height, prepregnancy and weight at
birth, smoking before and during pregnancy,
diabetes, health insurance status, and prior births

Data on newborns Weeks of gestation, birth weight, sex, congenital
anomalies (e.g., Down syndrome, spina bifida, limb
reduction), and breast-fed at hospital discharge

Data about health care Labor induced, mother’s health insurance status, and
cesarean section

Source: Reference 15.

FIGURE 3.5 Percentage of infants born preterm or low birth
weight, United States 1990-2004
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the United States from 1990 to 2004!"". The reasons for these trends are not
entirely clear, but both outcomes are linked to maternal characteristics (very
young mothers, mothers who are single, and mothers who live in poverty!'”'");
increases in multiple births (for example twins, triplets'”)); disparities in neigh-
borhood resources (such as available healthy foods in grocery stores™); and
disparities in access to health care. When infants are born early, or are small,
they face much larger risks of mortality and early and late childhood difficulties.
As described in Chapter 16, the United States is ranked fairly low in birth out-
comes in the global community.
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Survey Data

The United States conducts a number of ongoing survey interviews with ran-
domly selected Americans to monitor health with a representative sample.
These surveys form a vital component of what we know about the nation’s health
because they are first-hand accounts rather than information from records and
observations of others. Three examples are presented here.

Behavioral Risk Factor Surveillance System

The Behavioral Risk Factor Surveillance System, or BRFSS, is the world’s
largest health survey. Each year, and in each U.S. state, territory, and the District
of Columbia, adults age eighteen and older are randomly selected to participate
in a telephone survey. The BRFSS is led and funded by the Centers for Disease
Control and Prevention (CDC) in Atlantal”. In 2007, the BRFSS conducted
over 430,000 surveys, and in 2008, that number was over 410,000. The number
of surveys conducted in each state varies. In 2007, most states conducted at least
4,000 surveys. The state of Florida conducted over 39,000 surveys in order to
provide information to each of its counties for use in local health departments.
All states use the same core set of questions each year and then choose supple-
mental modules representing topics of special interest. Typical core topics include
overall health status, tobacco use, alcohol consumption, dietary and physical
activity habits, access to health care, and specific health conditions (for example,
in 2007 there were questions about diabetes and asthma). These data can be
analyzed at the national, state, and sometimes regional or county level. Figure
3.6 shows an example of data collected about the prevalence of adults classified
as heavy drinkers (adult men having more than two drinks per day and adult
women having more than one drink per day). The states with the lowest preva-
lence of heavy alcohol use (less than 4 percent) are in the lightest color (Utah,
South Dakota), and the darker colors represent increasingly higher levels. The
darkest color indicates states with prevalence of heavy drinking at 6.5% or higher
(Nevada, Wisconsin, Vermont). Alcohol consumption is a health risk behavior
of concern in the United States because it may lead to unintentional injuries (car
crashes, falls), violence, or a number of chronic health conditions.

The Youth Risk Behavior Surveillance System

The Youth Risk Behavior Surveillance System (YRBSS) is the complementary
CDC survey system for young people!™. It is a paper and pencil, self-administered
survey conducted every other year in school settings for students in grades 9
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FIGURE 3.6 Prevalence of Adults Classified as Heavy Drinkers in
the United States, by State
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through 12 throughout the United States. The YRBSS includes questions about
health behaviors similar to those in the BRE'SS, for example behaviors such as
physical activity and smoking, but it also asks about behaviors and experiences
that lead to the most common causes of death among young people: intentional
and unintentional injuries. Figure 3.7 is a summary of behavioral trends among
U.S. students from 1991 to 2007. These survey results suggest that there has
been some success in decreasing behaviors that contribute to violence and injury.
There was a decrease in weapons in schools during the 1990s, although the
decrease has leveled out (and maybe even risen again) since 2000. Fully 35
percent of students said they had been involved in a physical a fight in the last
twelve months in 2007, and close to 5 percent said they had been treated for an
injury because of a physical fight. At the beginning of this chapter, we said that
criteria for choosing to conduct surveillance include severity and preventability.
Carrying weapons and physical fights are serious, and can even cause deaths.
Are they preventable? As described in Chapter 11, public health educators work
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FIGURE 3.7 The Youth Risk Behavior Survey, 1991-2007
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on educational campaigns to help change our behaviors to improve the health
of the public. School-based violence prevention programs are recommended as
Y More examples of these kinds of YRBSS survey
questions are listed in Public Health Connections 3.2. To view these and other

a method to reduce violence

data for your state, see the Review Questions at the end of the chapter.

PUBLIC HEALTH CONNECTIONS 3.2

YOUTH RISK BEHAVIOR SURVEY QUESTIONS
ABOUT BEHAVIORS THAT MAY LEAD TO VIOLENCE

® During the past 30 days, on how many days did you carry a weapon such as
a gun, knife, or club?

® During the past 30 days, on how many days did you carry a gun?

® During the past 30 days, on how many days did you carry a weapon such as
a gun, knife, or club on school property?

® During the past 30 days, on how many days did you not go to school
because you felt you would be unsafe at school or on your way to or from
school?
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® During the past 12 months, how many times has someone threatened or
injured you with a weapon such as a gun, knife, or club on school property?

® During the past 12 months, how many times has someone stolen or
deliberately damaged your property such as your car, clothing, or books on
school property?

® During the past 12 months, how many times were you in a physical fight?

® During the past 12 months, how many times were you in a physical fight in
which you were injured and had to be treated by a doctor or nurse?

® During the past 12 months, how many times were you in a physical fight on
school property?

® During the past 12 months, did your boyfriend or girlfriend ever hit, slap, or
physically hurt you on purpose?

® Have you ever been physically forced to have sexual intercourse when you
did not want to?

Source: Reference 25.

Registries

A registry is a different type of data source from that which we have discussed
up to now. Rather than collecting information from everyone in a population
(U.S. Census, vital statistics) or selecting a representative sample of the popula-
tion (surveys), registries seek to identify all individuals in a population with a
specific exposure or health condition. Perhaps the most well-known example of
a registry in the United States is the Surveillance Epidemiology and End Results
(SEER) Program, maintained by the National Cancer Institute (NCI)*”. SEER
actually is a group of registries that collects population-based information about
cancer diagnoses, treatment courses, and outcomes. The SEER Program covers
about a quarter of the U.S. population, with eighteen registries covering metro-
politan areas (for example, Seattle-Puget Sound and San Francisco-Oakland),
states (for example, Connecticut and New Mexico), and specific ethnic groups
(Alaska Native Tumor Registry and Arizona Indians).

Establishing and maintaining a registry is time intensive and costly. A
registry must begin with a clear case definition, a thorough description of
quantifiable and objective clinical symptoms or diagnostic criteria or expo-
sure classification, depending on the type of registry. This ensures the registry
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contains the individuals with the exposure or disease of interest, limiting misclas-
sification. Ideally, registries include a mechanism of active surveillance for
new cases, that is, seeking out people newly exposed or diagnosed by contacting
health care providers or by searching medical records. Passive surveillance,
in contrast, occurs when health care providers or patients are encouraged to
report the exposure or disease to the registry, but no case-finding effort is made
by the registry personnel. Once a case definition is established, other data ele-
ments must be decided. For example, will the registry include demographic
information, diagnostic information, treatment data, and long-term follow-up?
The purpose of the registry must be considered when establishing the informa-
tion to be collected from registry participants. For example, we would collect
different information if our goal is to understand the etiology of a disease than
if our goal is to compare the effectiveness of different treatment strategies. These
decisions also incorporate the pragmatic aspects we discussed at the beginning
of this chapter regarding the choice of surveillance activities. For example, long-
term follow-up for mortality of persons in a cancer registry can use vital statistics
data with special permission and fairly low cost, but following up with cancer
patients by telephone for their self-reports of symptoms and quality of life would
be an expensive undertaking.

Two exposure-based registries in the United States are the National Exposure
Registry and the World Trade Center Health Registry®?” *!. Both registries are
managed by the Agency for Toxic Substances and Disease Registry (ATSDR)
within the Department of Health and Human Services (HHS) in cooperation
with other federal or local agencies.

The National Exposure Registry (NER) seeks to identify health risks associ-
ated with exposures, especially long-term exposures, to various hazardous
substances, such as metals (lead, cadmium) and other naturally occurring con-
taminants, and man-made chemicals used in industrial processes or produced as
by-products of these processes (trichloroethylene, dioxin, benzene)”. The NER
identifies sites known to be contaminated with a particular hazardous substance
and then includes in the registry individuals who have been exposed to the sub-
stance in the environment. Substances included in the NER are chosen based
on the number of sites in which they are known to be a contaminant, how toxic
they are, and the likelihood that humans would be exposed to them. In addition
to collecting data for research, the NER is also used as a mechanism to contact
individuals who have been exposed with updated research findings to educate
them about potential health risks”. Chapter 10 describes aspects of human
exposures and risk in detail.

The World Trade Center (WTC) Health Registry, the largest such registry
in the United States, was established in 2002 to follow individuals who were
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exposed to the World Trade Center disaster on September 11, 20017,
Individuals who were in the buildings or the surrounding areas and those who
responded to the disaster (firefighters, police, construction workers, journalists)
were exposed to a number of potentially hazardous compounds, including build-

ing debris (concrete dust, asbestos, glass shards, fiberglass), jet fuel, and combus-
tion products”™. In addition, these individuals experienced events that could
negatively impact mental health. The WTC Health Registry was established to
understand and identify poor physical and mental health outcomes associated
with exposure to the disaster and at this time 1is expected to continue for twenty
years. Data on 71,437 individuals are available through the WT'C Registry. Like
the NER and other registries, the WI'C Health Registry provides information
and research findings back to participants. In addition, the registry can help
enrollees link to medical and other benefit programs for which they are eligible,
and it has begun a smoking cessation program for registry members. To date, a
number of studies have been published using WT'C Registry data. Among the
findings are higher rates of newly diagnosed asthma and post-traumatic stress
disorder (PTSD) for exposed individuals compared to the unexposed population,
a high prevalence of psychological distress, and high rates of acute and chronic
respiratory problems™ *l. Rates of these outcomes varied based on the type of
exposure experienced. For example, individuals who were in the dust cloud, the
heavy plume of debris created when the buildings fell, were more likely to
develop asthma than were other individuals exposed to the disaster but who were
not enveloped by the cloud™.

Reporting Systems

In addition to the many data systems and sources outlined above, there are
additional reporting systems maintained at the federal, state, and local levels.
These systems typically rely on passive surveillance and thus do not seek out
participants, but they allow reporting to a centralized system on a specific health
topic. Three examples of these are the county-level reportable disease system,
the Vaccine Adverse Events Reporting System, and the Adverse Event Reporting
System.

The local reportable disease system is an important component of tracking
and assessing infectious disease in the United States. The CDC maintains a list
of Nationally Notifiable Infectious Diseases (see www.cdc.gov/ncphi/od/Al/
phs/infdis.htm) for which all health care professionals and laboratories are
required to notify their local (usually county or city) health department if an
individual tests positive or is presumed to have one of the diseases listed. States
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may choose to add conditions to the list, and most have a note that any disease
believed to be part of an outbreak or any disease considered a public health
threat also must be reported. We will discuss reportable diseases further in
Chapter 8.

The Vaccine Adverse Events Reporting System (VAERS) is a Web-based,
voluntary reporting system managed jointly by the CDC and the Food and Drug
Administration (FDA). The system includes all licensed vaccines in the United
States and allows anyone, individuals or health care providers, to report any
adverse events (negative side effects) they believe to be linked with receipt of
a vaccine. As with reportable infectious diseases, the law requires that health
care providers report adverse vaccine-related events through VAERS. Data are
publicly available through the VAERS Web site (http://vaers.hhs.gov/info.htm)
and can be searched by type of vaccine, reaction, age of the vaccine recipient,
vaccine manufacturer, and a variety of other factors. Reports on the VAERS
site should not be considered causative; in other words, VAERS reports include
incidents that may not have been related to the vaccine, and a cause and effect
relationship between vaccine and outcome is not implied. However, these data
can be useful in identifying potential negative effects of vaccines and might be
a warning system for new or emerging reactions.

The Adverse Event Reporting System (AERS) is nearly identical to VAERS,
except that it is used for the reporting of negative effects associated with exposure
to approved medications. The FDA maintains the AERS, and reporting is possible
through its Web site”””. Individuals or health care providers may report adverse
events voluntarily, and drug manufacturers who are alerted to adverse events
are legally obligated to report them. As with the VAERS system, events reported
in AERS may not actually be caused by the drug, but the data can provide
important clues to potential problems and may encourage further research.

Summary

In this chapter, we have seen how we decide what information to collect and
how to collect it for the core public health function of assessment. Although in
theory many types of adverse exposures, health problems, and experiences are
important, in practice the public funds for public health data are applied to
problems that are common, serious, costly, preventable, and communicable and
for which there is broad public support. Surveillance and other public health
data sources provide information about trends over time and can be analyzed
for different groups or populations, including countries, states, local areas, or
people with specific demographic characteristics or exposures. These data come
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from a number of systems, including those that collect information about every-

one, or nearly everyone, in a population, such as the United States Census or
vital statistics; those that survey a random sample of citizens, such as the
Behavioral Risk Factor Surveillance System or Youth Risk Behavior Survey; and
those that rely on reports from health professionals and the public or medical
records review, including the National Exposure Registry and the Adverse Event
Reporting System. Taken together, these sources provide the backbone of our
understanding of health issues and the data to set policy and evaluate public
health programs.
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Review Questions

1. The Youth Risk Behavior Surveillance System (YRBSS) includes information
on health habits. Select either smoking or alcohol use, and answer a question
about your state or district compared to national data on this behavior. For
example, do students in grades 9-12 in your area report they are current
smokers more or less often than do students nationally?

Web sites:

CDC Youth Risk Behavior Surveillance System (YRBSS) main page
www.cdc.gov/healthyyouth/yrbs/index.htm.

YRBSS Comparisons Between State or District
Results  (Fact Sheets) www.cdc.gov/healthyyouth/yrbs/state_
district_comparisons.htm.

2. The Behavioral Risk Factor Surveillance System (BRFSS) includes informa-
tion on health behaviors, health, and personal characteristics. Select one

and National

condition or characteristic from the list below and describe the trend over the
past five years.
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Diabetes

Health care coverage (for adults aged eighteen to sixty-four)

Annual influenza (flu) shots for adults aged sixty-five and older

Web sites:

CDC Behavioral Risk Factor Surveillance System (BRFSS) main page
www.cdc.gov/brfss/.

BRFSS Prevalence and Trend Data (compare over time or by area)
http://apps.nced.cde.gov/briss/.

3. Using the six criteria for identifying health events on which to conduct sur-
veillance, explain why cancer is one of the health conditions for which we do
surveillance in public health.

4. Describe any limitations in generalizing the findings of the data from each of
the following data systems to the entire U.S. population.

Census
BRFSS
YRBSS

Other Web sites to explore for more information on health statistics:

The National Center for Health Statistics National Health Interview Survey,

www.cdc.gov/nchs/nhis.htm.

The Agency for Healthcare Research and Quality Medical Expenditure Panel

Survey, www.meps.ahrq.gov/mepsweb/.
The World Health Organization Global Health Atlas, www.who.int/globalatlas/.
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CHAPTER 4

EPIDEMIOLOGY

INTRODUCTION AND
BASIC CONCEPTS

Erin D. Bouldin, MPH
Elena M. Andresen, PhD

LEARNING OBJECTIVES

Define epidemiology and describe what epidemiologists do within the area of public
health.

Outline historical developments important to the field of epidemiology.

Identify the exposure and outcome in a public health research question.

Describe the difference between descriptive and analytic epidemiology.

Identify counts, proportions, and rates in reported data.

Calculate the incidence rate or the prevalence of a health event in a population.
Identify potential confounders in a research study and understand their influence on
results.

Epidemiology deals with the study of the causes, distribution, and control
of disease in populations!. Rather than focusing on the health of an individual
person or a patient, however, epidemiologists focus on the health of groups of
people. The field of epidemiology is a relatively young one, although the methods
of statistics and other branches of mathematics, along with general scientific
inquiry, form its basis. Epidemiology can be used in two broad ways: to describe
where, when, and to whom a health event occurs or to quantify the amount of
risk associated with a particular exposure or behavior. Epidemiologists use a
variety of measures to describe the health of populations and to identify risk
factors for health outcomes and disease, including counts, proportions, and rates.
These measures are described in more detail in this chapter, and the methods
for identifying risk factors appear in Chapter 5.
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What Is Epidemiology?

Epidemiology, derived from the Greek, translates to “the study of that which is
upon the people” (¢pi, “on, upon”; demos, “people”; logos, “word, statement”).
Thus epidemiologists are concerned with understanding health outcomes not in
individuals, but in populations, or groups of people. Typically, an epidemiologist
investigates the relationship between two things: the exposure and the outcome of
interest. In statistics, the exposure would be called the independent variable;
it is the health behavior, toxic substance, or other event or material a person
encounters or experiences. The outcome, on the other hand, is the dependent
variable. In epidemiology, we are interested in understanding how the exposure
changes the chance someone will experience the outcome. An outcome can be
a disease or other health outcome, or it could be a health behavior. For example,
if an epidemiologist is interested in whether smoking causes lung cancer, smoking
1s the exposure and lung cancer is the outcome. Likewise, an epidemiologist may
investigate whether eating a specific type of food (exposure) causes infection with
Salmonella (outcome). The research question determines whether a given behav-
1or or health outcome is the exposure or outcome. In some cases, smoking could
be an outcome. Perhaps an epidemiologist is interested in looking at whether
teens in rural areas are more likely to start smoking compared to teens in urban
areas. In that case, rural residence is the exposure and smoking is the outcome.
An outcome does not have to be a disease state; it can be any health event or
health outcome of interest to the investigator. Likewise, outcomes do not have
to be negative. An outcome may be a positive health behavior, such as eating
the recommended five servings of fruits or vegetables per day, or it may be a
positive health outcome, such as giving birth to a baby who is considered normal
weight.

Epidemiologists may work to identify the causes of disease, also known as
disease etiology!”. An underlying assumption is that diseases and health out-
comes are multifactorial, or caused by many different variables or factors.
These factors may be physical, such as a virus or bacteria; they may be inherent
or individual, such as genetic components or demographic characteristics;
or they may be environmental, including neighborhood characteristics or gov-
ernmental policies. Epidemiologists, like other public health professionals,
conceptualize health outcomes using the social ecological model described in
Chapter 2. In addition to elucidating disease etiology, epidemiologists commonly
work to identify factors that increase or decrease a person’s likelihood of having
a particular health outcome!”. This leads to a second underlying assumption
in epidemiology: health outcomes are not randomly distributed in a population.
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In other words, the multiple factors that cause a disease are measurable and

identifiable. If health events occurred at random, the prevention work of public
health would be futile. We know, however, that there are a multitude of variables
that can be linked to health outcomes. Epidemiologists seek to find these vari-
ables so that they and other public health professionals can work to intervene
and prevent poor health in populations. Epidemiologists also may study how a
disease progresses over time, or its natural history, from onset, through treat-
ment, and possibly to death”. Furthermore, some epidemiologists work to
compare different ways of preventing a health outcome or treating a disease
to determine which methods are most effective”. Finally, epidemiologists
work to determine and describe how much of a health event or health outcome
occurs in a population and also among whom it is more common!”. Ultimately,
epidemiology is concerned with improving the health of populations. Therefore,
a final area in which epidemiologists may work is promoting or developing public
health policies that are based on the data epidemiologists collect and analyze!.

History of Epidemiology

Epidemiology often is referred to as one of the sciences of public health. Although
individuals have been applying epidemiological principles for many centuries,
the formal field called epidemiology 1s a relatively young one. As you may recall,
we discussed some early epidemiologists in our history of public health in Chapter
1. William Petty (1623-1687), Gottiried Achenwall (1719-1772), and Adolphe
Quetelet (1796-1874) were all important in beginning the field of statistics
and creating standards for analysis. John Graunt (1620-1674) published the
first statistical analyses of a population’s health, noting associations between
demographic variables and disease, and created the first calculations of life
expectancy'”.

The amount of data available for developing epidemiology methods grew
tremendously during the nineteenth century. It has been argued that much of
the basis of modern epidemiology was borne out of France during the nineteenth

(+-pp- 2838 Perhaps the most notable figure in

century after the French Revolution
the French movement was Pierre Charles-Alexandre Louis (1787-1872). Louis,
drawing on the work of earlier scientists and statisticians, worked to understand
the etiology (cause) and natural history of various diseases and to compare the
effectiveness of different treatments. His concepts of epidemiology and epidemio-
logical methods are much the same as those today, recognizing the importance
of random sampling, confounding, and error, topics we will discuss later in this

chapter and in Chapters 5 and 6. Louis counted among his students some of the
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most important figures in the development of epidemiology in England, where
the field was greatly expanded, and in the United States™ P> ****]_One of Louis’
students, William Farr (1807-1883), served as the chief statistician in England’s
General Register Office. In this position, Farr had access to great quantities of
vital statistics data and used these data to develop models that predicted the
number of cases of disease over time during an outbreak or epidemic. Farr also
worked to measure and predict morbidity (illness) in the same way others had
predicted mortality (death). Like Louis, he also worked to develop methods to
compare the effectiveness of different treatments. Although he would not have
identified it as such, Farr thought about health and disease in terms of the social-
ecological model, recognizing the importance of environmental influences,
namely living conditions, on health! P> !2!,

In addition to the improvement of statistical methods by Louis, Farr, and
others, epidemiology was advanced by the broad acceptance of the germ theory
of disease, that a specific, living, contagious agent was responsible for each infec-
tious disease, in the middle to late nineteenth century. As long as alternate theo-
ries such as miasma (bad air) were widely accepted, identifying the causes of
disease was challenging. As you may remember from Chapter 1, John Snow was
able to identify the likely cause (water contamination) of several cholera out-
breaks in London before the causative agent of the disease was known. This
illustrates that epidemiology allows for the interruption of disease transmission
even when the underlying cause is unknown. Nonetheless, targeted measures
that more successfully control the spread of disease can be more easily developed
when the causative agent is known.

During the twentieth century, epidemiological studies became common-
place as sophisticated methodologies for studying the relationships between
exposures and outcomes developed. A number of large, epidemiological studies
such as the Framingham Heart Study (discussed in more detail in Chapter 5)
have allowed us to identify risk factors for such chronic diseases as heart disease,
stroke, and others. Increasingly sophisticated technology and scientific study
have allowed us to identify the causative agents for many infectious diseases.

Types of Epidemiology

The first step in understanding a health outcome often includes descriptive
epidemiology, which depicts the health event by person, place, and tzme vari-
ables. Person, or “who” variables, include the demographic characteristics age,
sex, and race or ethnicity. For example, a health outcome may occur only among
women, or it may affect children under the age of five more often than any other
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age group. It may impact people of a certain race, ethnicity, or country of origin
more frequently than other groups. Place variables tell the “where” of the health
outcome. Are rural populations more likely to experience the outcome compared
to urban dwellers? Perhaps an illness strikes in settings where many people come
into close contact, such as schools, prisons, or nursing homes. A physical factor
such as a river or a salt marsh may be the center of a cluster of outcomes. All
of these examples illustrate the use of place variables in describing a health
outcome. Finally, time, or “when” variables, provide information about trends
in a health outcome across years or seasons, and in the case of infectious diseases,
time variables may be used to help identify the source of an infection based on
the timing of reported symptoms. Diseases such as influenza are cyclical in
nature and commonly occur during specific seasons. Tracking the timing of
influenza cases may alert public health officials to an early start to a flu season
or to a possible epidemic or pandemic strain of the virus. Lyme disease cases
spike substantially during the summer months, when people are more likely to
be outdoors and in contact with the deer ticks that transmit the disease. In other
cases, there may be a point in time after which the outcome of interest became
increasingly common. For example, a contaminated potato salad at a company
picnic may lead to an outbreak of Salmonella. In this example, we might describe
the outbreak epidemiology in reference to the day of the picnic and track and
identify those who began exhibiting symptoms thereafter. In epidemiology, it is
useful to monitor trends over time to understand the nature of health outcomes
and to evaluate whether interventions or control strategies are having an impact
because the time of their implementation is known. The descriptive person,
place, and time information about a health outcome is helpful in designing
studies or interventions to address it.

Figure 4.1 shows the prevalence of obesity, defined as a body mass index
(BMI) greater than or equal to 30, by state for the years 1990, 2000, and 2008.
All data are from the Behavioral Risk Factor Surveillance System (BRFSS).
From this figure, we have descriptive epidemiology information about obesity in
the United States, namely place and time. From 1990 to 2008, obesity preva-
lence increased dramatically across the United States. Certain areas of the
country, particularly the Southeast, appear to have higher obesity prevalence
than do others. From these figures, we see that over time obesity has increased
in the United States and that people living in certain places (states or regions)
have a higher prevalence of obesity than people living in other places.

Figure 4.2 adds the dimension of person to the descriptive epidemiology of
obesity in the United States. Based on data from 2006-2008, we see that obesity
prevalence is higher among people of certain racial or ethnic groups. The maps
show that in all states reporting data, the prevalence of obesity is highest among
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FIGURE 4.1 Prevalence of Obesity (BMI >30) in the United States in
1990, 2000, and 2008. Behavioral Risk Factor Surveillance System

1990 1999

L] No Date ] <10% [H10%-14%[ ] 15%—19% [_]20%-24% [l 25%-29% [>30%

Source: Reference 5.

people who reported their race and ethnicity as Black, non-Hispanic. Taken
together, these two figures provide some descriptive epidemiology of obesity in
the United States; specifically, obesity has been increasing over the past two
decades and people in the southeastern United States and who report Black,
non-Hispanic race and ethnicity have higher obesity prevalence than do people
in the West or who report White, non-Hispanic race. This information may be
useful to researchers designing a study of obesity prevention or to public health
professionals working to implement a health promotion program.

Analytic epidemiology goes a step beyond a description of a health
problem or health outcome and seeks to identify sk factors or protective factors for
the outcome. A risk factor is any personal attribute, environmental exposure,
or other feature of a person or his or her environment that increases the likeli-
hood that he or she will experience a given health outcome. Protective factors
are any of the same types of variables that reduce the chance a given outcome
will occur. Often, we use the term 7isk factor to include characteristics that impact
the likelihood of a given outcome, whether positively or negatively. In order to
identify and quantify risk factors, we design epidemiological studies. There are
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FIGURE 4.2 Prevalence of Obesity (BMI >30) in the United States
by Race and Ethnicity, 2006-2008. Behavioral Risk Factor
Surveillance System
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many types of studies, some of which will be detailed in the next chapter, but
all studies share some basic characteristics.

Research studies begin with a question, such as one of the following: Are
caregivers less likely than noncaregivers to have recommended cancer screen-
ings? Are children whose parents wear bicycle helmets more likely to regularly
wear a bicycle helmet compared to children whose parents do not use bicycle
helmets? These research questions each include an exposure, the independent
variable of interest, and an outcome, the dependent variable of interest. In the
first question, caregiving is the exposure and cancer screenings are the outcome.
In the second question, parents’ helmet use is the exposure and children’s helmet
use is the outcome. The researcher next examines similar work that has been
completed on the topic and forms a hypothesis, a statement of the investiga-
tor’s expectation of the relationship between exposure and outcome. In the case
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of bicycle helmets, the researcher may hypothesize that children are more likely
to wear a bicycle helmet regularly if a parent wears a helmet. The next step in
analytic epidemiology, designing and conducting a study to test the hypothesis,
will be covered in Chapter 5.

Basic

Epidemiological Measures

Epidemiology deals largely with numbers, or quantitative data. There are
many ways to express numbers of health events, and epidemiologists have a set
of measures they typically use to report health numerically. You probably are
familiar with many of these already, although the terminology for some measures
may be new to you.

Expressing Data: Counts and Rates

One simple way to report health data is to provide a count. For example, in
2007 there were 13,293 cases of tuberculosis reported in the United States®’.
Although this simple count does provide some information about tuberculosis in
the United States, it would be much more helpful if we had additional informa-
tion, a denominator, to go along with this count. As you recall from Chapter 3,
the United States Census can give us the number of people in the United States
in 2007. By dividing the number of cases of tuberculosis in 2007 by the number
of U.S. residents in 2007, we get the proportion of U.S. residents who had
tuberculosis in 2007:

Proportion of U.S. population with tuberculosis in 2007:

13,293

———— =0.000044
301,290,332

If we multiply this number by 100, it gives us the percentage of the population
with tuberculosis in 2007: 0.0044%.

When the term rate is used, the denominator includes a measure of time
during which the events in the numerator occurred. For example, a mortality
rate is the number of deaths for a given change in time, typically one year.
Mortality rates are perhaps the most common rates used in public health. The
infant mortality rate is the number of infants who die within the first year
of life per 1,000 live births. Thus the infant mortality rate does not include infants
who die in utero or infants who are not alive at birth, or stillborn. The infant
mortality rate is widely considered to be a useful measure of the overall health
and development of a nation. Death in the first year of life reflects prenatal and
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postnatal health care practices, the nutritional status of mothers and infants, the
prevalence of serious birth defects or health conditions at birth, and other factors.
Figure 4.3 shows the infant mortality rate in the United States by race and eth-
nicity from 1995 to 2005.

When a rate is expressed as its actual value, it is called a crude rate. For
example, the infant mortality rates expressed in Figure 4.4 represent the crude

FIGURE 4.3 Infant Mortality Rate (death in the first year of life)
per 1,000 Live Births for the United States, 1995-2005, by Race
and Ethnicity
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FIGURE 4.4 Infant Mortality Rate (death in the first year of life)
per 1,000 Live Births for the United States, 2000-2006
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Table 4.1 Number of Deaths and Crude and Age-adjusted
Mortality Rates in the United States in 1980 and 2005

Number Crude Mortality Rate Age-adjusted Mortality
Year of Deaths (per 100,000) Rate (per 100,000)
1980 1,989,841 878.3 1,039.1
2005 2,448,017 825.9 798.8

Source: Reference 10.

infant mortality rates for the years 2000-2006 in the United States. These crude
rates are taken directly from vital statistics records, or birth and death certifi-
cates, from those years.

Crude rates provide an accurate picture of rates of an event, disease, or
death in a population, but in some cases it is useful and preferable to calculate
an adjusted rate, especially when comparing across populations or over
time. Table 4.1 illustrates the difference between crude and adjusted mortality
rates.

Table 4.1 first shows the importance of expressing numbers as rates as well
as counts and also the difference between a crude rate and an adjusted rate.
Based on the data in the table, there were over 450,000 more deaths in 2005
than there were in 1980. You may know that the population of the United States
increased substantially from 1980 to 2005, so this increase in the number of
deaths may not be surprising. In fact, once we express the counts as rates (column
three), we see that the difference in the number of deaths is in large part a func-
tion of the different population sizes in the two years. When expressed as a
mortality rate per 100,000 residents, the United States mortality rate in 1980
looks similar to the mortality rate in 2005. The 2005 rate even is slightly lower,
a positive sign indicating that perhaps public health and other measures are
reducing the number of deaths in the United States over time.

You may have heard recently that the aging baby boom generation is
leading to an overall increase in the average age of the U.S. population. You
also may expect that as one ages, the chance of dying increases. So, if the U.S.
population was getting older during the period 1980 to 2005, you might expect
that the mortality rate would increase rather than decrease over the same time.
Because people are more likely to die when they are older than when they are
younger, this difference in age distribution during the two years should be
accounted for when comparing morality rates. The final column in Table 4.1
provides the age-adjusted mortality rates for the United States in 1980 and 2005.
The methods used to adjust data are beyond the scope of this textbook, but the
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FIGURE 4.5 Crude and Age-adjusted Death Rates: United States,
1960-2005
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purpose of adjustment is to convert the crude rate to the rate that would be
observed if both populations were identical in their age structures. In this
example, and in many cases in practice, the standard U.S. population from the
2000 Census is used as the basis for age adjustment. A standard population
is one for which the age and sex distribution is known, in this case from the 2000
Census!P#, Once age differences between the years are adjusted for, the 2005
mortality rate looks much lower than the 1980 mortality rate. In 1980, the age-
adjusted death rate in the United States was 1,039.1 per 100,000 population,
whereas in 2005 it was 798.8 per 100,000 population. Figure 4.5 illustrates the
difference between the crude and age-adjusted mortality rates in the United
States over a longer period, from 1960 through 2005. The decline in age-
adjusted mortality over this period is quite striking, a trend that is obscured when
looking at only the crude mortality rate.

An alternative to calculating adjusted rates is to stratify data based on a
variable of interest. For example, in the case of comparing mortality rates in
1980 and 2005, we could present mortality rates for residents age 0-25, 26-50,
51-64, and 65 and older in these two years. This allows us to compare across
years within specific age strata and helps us identify any groups that differ over
time. Figure 4.3, which shows the infant mortality rates in the United States by
race and ethnicity, is an example of a stratified presentation of data. The figure
illustrates that there is a large racial disparity in infant mortality rates between
non-Hispanic African Americans and non-Hispanic Whites in the United States.

There are various ways to express epidemiological data, and each
method conveys a different piece of information. It is important to consider the
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circumstances in which data are used to determine whether a count or a rate is
the best expression of the information and whether crude or adjusted data should
be reported.

Quantifying Disease Frequency: Prevalence, Incidence, and Risk

The term prevalence is used to describe the amount or frequency of a health
outcome that exists in a population at a certain point or over a certain period
of time!"? !, For example, we might say that 49.7 million people in the United
States age five and older are living with a disability according to Census 2000,
Prevalence is defined as the number of existing cases divided by the total popula-
tion at risk of the health outcome a given point in time.

Number of existing cases at a specified point in time

Prevalence = : ; -
Size of population at risk

49.7 milli
Prevalence of disability in the United States = w or 19.3%
257.2 million

You may recognize from our discussion of proportions above that preva-
lence is a proportion. Prevalence has no units, and it is not a rate. The denomi-
nator used in a measure of prevalence may be the size of the population at risk
at the point of interest. Alternatively, the denominator may be the size of the
population at risk at the midpoint of the period of interest, often a year. As is
typical of proportions, people in the numerator also are in the denominator in
a measure of prevalence.

It is important when calculating measures such as prevalence and incidence
(below) to include in the denominator only the population at risk. A person
1s at risk for the disease if it is biologically plausible for him or her to develop
it in the immediate future. If you calculate the incidence of ovarian cancer
in a community, the denominator should include only individuals who
have ovaries. Thus we would exclude men and any women who have had their
ovaries removed. Whether a person is at risk for a given outcome may change
over time. At risk does not necessarily imply at hugh risk relative to others. Rather,
it means that there is a nonzero chance of developing the outcome. Not at risk
means an individual is considered to have a zero chance of developing the
outcome. Some diseases or diagnoses last throughout an individual’s life, such
as AIDS or Alzheimer’s disease. Once a person develops such an outcome, the
person is no longer considered to be at risk. Other outcomes or infections are
not lifelong but rather leave the individual no longer susceptible to a recurrence,
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for example, mumps or other infectious diseases that confer lifelong immunity.

These people would be treated the same as those who do not recover from an
outcome; they are no longer at risk and are not counted in the denominator of
a prevalence or incidence measure. Other outcomes can affect an individual
multiple times, including urinary tract infection, the common cold, depression,
or angina pectoris (chest pain). Therefore, it is important to consider the attri-
butes of the health outcome when deciding who is included in the population
at risk.

Incidence is the number or frequency of new health outcomes or health
events over time. Incident cases of disease are those of persons who are free of
the health outcome at the beginning of a defined time period and who subse-
quently develop the disease or experience the health event during a specified
observation time. Although we know that 49.7 million people age five and older
in the United States were living with a disability in the year 2000, we may be
interested to know how many people in the United States have developed a dis-
ability since 2000. This number would represent the incidence of disability in
the United States since 2000. Usually, each person is counted only once when
calculating incidence, even if she or he experienced two or more disease events
during the observation period. Using the disability example, a woman may have
been living with a vision disability in 2000 and thus would be included in the
prevalence measure of disability in that year. However, she may also have devel-
oped a mobility disability resulting from a fall in 2004 and therefore could be
considered to have incident disability since 2000 as well. Because we are inter-
ested in the broad category of disability, this person would be counted only once,
in the prevalence measure of disability, and not as an incident case of disability.
The reason we count only the first event when calculating incidence is because
subsequent events may not be independent of the first. In other words, it often
1s true that having one health event, such as a myocardial infarction (heart
attack), is a risk factor for having another heart attack. In the example above,
the woman may have fallen and developed a mobility disability because of her
vision disability. Clearly, this is not always the case, so the researcher must
determine for each question whether individuals should contribute more than
one event to a measure of incidence.

In contrast to prevalence, incidence is expressed as a rate; it includes a
measure of time. Specifically, the incidence rate includes the number of new
cases of disease (numerator) divided by the amount of time during which these
cases arose (denominator):

. Number of new cases or events
Incidence rate =

Person-time at risk



m PUBLIC HEALTH FOUNDATIONS: CONCEPTS AND PRACTICES

This formula includes person-time, a measure of the amount of time
during which a person is at risk of developing the outcome of interest. Person-
time can be collected directly for each person followed over the time period of
interest. For example, if we want to calculate the incidence rate of cervical cancer
in New York City, we would include only women (men do not have a cervix)
and only women who are free of cervical cancer. Each woman is followed for a
given period of time, and whatever length of time she remains free of cervical
cancer goes into the denominator. Often, person-years are used as the denomi-
nator, and fractions of a year can be used. Therefore, if a woman develops cervi-
cal cancer after six months, she would have contributed 0.5 person-years to the
denominator and would be counted as one case in the numerator. If we are
calculating the incidence of cervical cancer in New York City over a period of
twenty years and some women never develop cervical cancer during follow-up,
their person-years (twenty) are included in the denominator, but they do
not contribute to the numerator. Incidence rates can also be calculated using
population estimates from sources such as the Census as the denominator. In
this case, person-time is calculated as the average size of the population at risk
multiplied by the length of time of interest. Mortality rates are an example of
this: the numerator is the number of deaths, and the denominator is the average
size of the (living) population multiplied by the time period of interest (often just
one year).

Prevalence and incidence, although different, are related. Once a person
has an incident case of the outcome of interest, he or she will be counted as a
prevalent case at future time points. Thus incidence contributes to prevalence.
However, the relationship between these two measures in a population varies
based on the specifics for a health outcome. For example, if the health outcome
of interest is spinal cord injury, we would expect that new or incident cases of
injury would be counted as prevalent cases for the rest of their lives. Spinal
cord injury is not something one recovers from in most cases, so an increase in
spinal cord injury incidence leads to an increase in spinal cord injury prevalence.
The same may not be true for an infectious disease such as influenza. If the
incidence of influenza is high in the winter, the time typically considered flu
season, then the prevalence of influenza the following summer may still be low.
Influenza infection is not chronic or long lasting, so although incidence may
spike, prevalence measured just months later would not reflect the high inci-
dence. You can imagine other cases in which the prevalence of a health outcome
would increase, such as the availability of therapies or treatments that prolong
the life expectancy of people with the outcome or improved reporting systems
for the health outcome.
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Assessing and Interpreting Data

We already have seen some examples of trends in data, or the movement of a
measure in one direction over time. Trends are useful in epidemiology because
they can help predict future needs and can alert public health officials to areas
that need further investigation or intervention. Often, measures such as mortality
rates, incidence rates, and prevalence are plotted over time on a graph (as in
Figure 4.4), allowing us to assess trends in these measures.

In infectious disease, the terms epidemic and pandemic are used to describe the
occurrence of disease in greater frequency than expected. As you may recall
from Chapter 1, endemic diseases are those that occur with expected frequency
in a population; there is some standard background rate of disease present. A
disease becomes epidemic when the amount of disease exceeds the standard
or expected levels. A pandemic is a disease that has reached epidemic levels
and spreads around the world. There are methods specific to infectious disease
epidemiology used to assess the level of disease and to track and understand
disease outbreaks. These methods will be discussed in more detail in Chapter 8.

Confounding

One definition of confound is to mix up or confuse!'”. This is the sense meant by
the term confounding as it is used in epidemiology. A confounder is any
variable that confuses the relationship between the exposure and outcome of
interest. In the comparison of mortality rates in the United States in 1980
and 2005 above, is there a confounder? Begin by identifying the exposure and
outcome of interest. Recall that we were interested in comparing the mortality
rates among two time periods. In other words, we wanted to quantify the risk
of death based on which year (1980 or 2005) people lived. Therefore, year is the
exposure; specifically, one could identify living in the United States in 1980 as
being exposed and living in the United States in 2005 as being unexposed, and
death is the outcome. Upon first inspection of the crude mortality rates, it
appeared that exposed people (U.S. residents in 1980) were about equally as
likely to die as unexposed people (U.S. residents in 2005). However, once we
adjusted for age differences in the United States in the two years, we saw that,
in fact, the chance of dying in 2005 was much lower than it was in 1980. In this
example, age is a confounder. Age, a factor other than the exposure or outcome,
was misleading us, making us think that the mortality rate was not much differ-
ent in 2005 than it was in 1980. However, once we controlled or adjusted for
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Table 4.2 Alcohol Consumption and Lung Cancer Diagnosis
Among 1,000 Men Age 65 and Older

Lung Cancer No Lung Cancer
Alcohol Consumption (outcome) (no outcome)
Heavy (exposed) 10 110
Not heavy (unexposed) 50 830

Table 4.3 Alcohol Consumption and Cigarette Smoking Status
Among 1,000 Men Age 65 and Older

Current or Former Smoker  Non-Smoker (potential

Alcohol Consumption (potential confounder) confounder)
Heavy (exposed) 90 30
Not heavy (unexposed) 270 610

age, we saw that the mortality rate in the United States decreased substantially
from 1980 to 2005.

Another example of confounding is the relationship between alcohol con-
sumption and lung cancer. Look at the data in Table 4.2. Assume we asked
1,000 men over age 65 about their alcohol consumption and whether or not
they have been diagnosed with lung cancer. As you can see, lung cancer is not
common (60/1,000 or 6% of the sample has lung cancer). Likewise, most men
are not heavy drinkers (120/1,000 or 12% of the sample drinks heavily). You
may also notice that among heavy drinkers, 10 out of 120, or 8.3%, have lung
cancer. Among non-heavy drinkers, 50 out of 880, or 5.7%, have lung cancer.
From these data, it appears that older men who drink heavily have a higher
chance of having lung cancer.

Your first instinct may be to say that heavy alcohol consumption causes lung
cancer. Based on your knowledge, is there any biological reason that drinking
alcohol might cause lung cancer? Are there any other risk factors for lung cancer
of which you are aware? You may know that years of research show smoking
cigarettes greatly increases the risk of lung cancer. Is it possible that smoking
status could be confounding the relationship between alcohol consumption and
lung cancer we see in Table 4.2? To answer this question we need more data.
We need to ask those same 1,000 men whether or not they smoke now or have
ever smoked cigarettes regularly. Table 4.3 shows these results.

Table 4.3 shows us that men who drink alcohol heavily also smoke
more commonly than men who do not drink heavily. Specifically, 75% of heavy
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drinkers are smokers whereas 31% of non-heavy drinkers are smokers. This
suggests that, indeed, smoking may be causing the relationship between alcohol
consumption and lung cancer we saw in Table 4.2.

We will discuss some of the analytic methods available to adjust for con-
founding in the following chapters. For now, you should simply have an under-

standing of what confounders are and be aware of possible confounders when
reading studies. Confounders can be difficult to identify and to measure. When
designing a study, it is important to read other research studies to identify poten-
tial confounders based on others’ work. Confounders create a number of prob-
lems in epidemiological studies, and we will continue to discuss them in the next
two chapters.

Epidemiology in Public Health

Epidemiology provides much of the empirical evidence of relationships between
exposures and outcomes and allows us to track health over time. This epidemio-
logical information allows us to make better decisions about resource allocation,
prevention efforts, and policies in public health. Much of the activity of epide-
miology falls within the assessment core function (Chapter 2) of public health.
Specifically, the following essential services of public health describe epidemiol-
ogy’s activities:

e Monitor health status to identify and solve community health problems

e Diagnose and investigate health problems and health hazards in the
community

e Research to gain new insights and innovative solutions to health problems

Epidemiologists, often working with other public health professionals, use
research and data to design and implement programs or policies that prevent
the spread of disease or prevent poor health outcomes. You can find epidemiolo-
gists in local public health agencies such as county and state health departments
where they may trace infectious disease outbreaks and work to prevent the
spread of disease. They also track chronic diseases over time and assess preven-
tive health behaviors in communities to identify areas in which interventions
may be most beneficial. Epidemiologists also work in academic settings such
as colleges and universities where they conduct research to identify risk factors
for disease or poor health among populations and train the next generation of
public health professionals. Hospitals and other health care facilities employ
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epidemiologists to assess safety and quality within their practices. There, epide-
miologists use medical records and laboratory reports to track nosocomial
(hospital-acquired) infections, such as resistant bacteria, or to track secondary
infections that could be prevented, such as infections at the site of a surgical
intervention. Epidemiologists work in many settings within public health and
focus on a variety of health issues.

Summary

This chapter has introduced you to the field of epidemiology and some of the
measures commonly used by epidemiologists when reporting public health data.
Epidemiology can be divided into two broad divisions: descriptive and analytic.
In this chapter, we focused on descriptive epidemiology, or providing informa-
tion about a health outcome based on person, place, and time variables. Person
variables include attributes of a population such as age, gender, race, or ethnic-
ity; place variables describe where an outcome occurs geographically or by some
other social boundary; and time variables include those that describe trends in
an outcome across days or years or whether an outcome occurs with a seasonal
variation. In describing the epidemiology of a health event, a variety of measures
can be used to convey information. You may provide a simple count of the events
in a population, you could add the number of people from which those cases
arose and report a proportion, or you could report an incidence or prevalence
number using only the population at risk of the outcome in the denominator.
Prevalence is the proportion of people who have the health outcome at a given
point in time (existing cases), and incidence is the rate of disease that develops
over a given time period (new cases). Incidence contributes to prevalence, but
the magnitude of this contribution depends on the attributes of the health
outcome of interest. The incidence of an infectious disease that resolves quickly
may be very high over a given time period, but prevalence at any one point may
be lower because cases are not cases for very long. On the other hand, diseases
that last throughout one’s life and have a low mortality rate may be relatively
rare (low incidence), but because people may live with them for many years, the
prevalence of the disease may be high.

When calculating measures of disease, it is important to consider the influ-
ence of confounders, variables other than the exposure and outcome of interest
that may influence the exposure and outcome. Confounders, by definition,
confuse the relationship between the exposure and outcome in which you are
interested. We saw in Figures 4.1 and 4.2 that obesity prevalence is highest
in the southeastern United States and among people who report Black,
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non-Hispanic ethnicity. Therefore, if we are doing a study of obesity prevention
across the United States, we may need to account for the race and ethnicity of
each state’s population. This accounting or controlling for confounding variables
creates an adjusted rate. Adjusted rates often are preferable to the crude rate of
an outcome because they allow for more direct comparisons across populations
that have different age, gender, race, or other distributions.

Epidemiology is an important component of public health. Most of the
activities of epidemiology fall into the assessment core function, allowing public
health professionals to monitor health and investigate the relationships between
exposures and outcomes.
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How does this map illustrate descriptive epidemiology?
3. Using the data in the following table, fill in the following measures:

a. Count of diabetes cases among adults in Anytown in 2010:

b. Prevalence of diabetes among adults in Anytown in 2010:

c. Sex-specific prevalence of diabetes among adults in Anytown in 2010:

Male:

Female:
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FIGURE 4.6 John Snow’s Cholera Mortality Map from an 1848
Outbreak in London

Source: Reference 13.

d. Incidence of diabetes in Anytown during 2010 (assume that all 2009 cases
also have diabetes in 2010):

Population Size and Number of Diabetes Cases by Sex Among
Adults in the Hypothetical Anytown in 2009 and 2010

Male Female Total
Male Female Total Diabetes Diabetes Diabetes
Year Population Population Population  Cases Cases Cases

2009 100,000 110,000 210,000 8,000 9,900 17,900
2010 105,000 112,000 217,000 8,925 10,080 19,005
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4. If calculating an incidence or prevalence measure for testicular cancer, who
would be included in the population at risk used in the denominator?

5. Assume the data in the following table came from a twenty-year study of skin
cancer among women who work outdoors. (This represents a partial list.)
Complete the empty column (Person-years contributed) and calculate the
incidence of skin cancer among women, using the information below. A
maximum of one skin cancer diagnosis was allowed for each woman.

Follow-up Information for Ten Women from a 20-Year Study of
Skin Cancer Among Women Who Work Outdoors

Skin Cancer End of Person-
Diagnosis Follow-up years
Participant ID Enrollment Date Date Date Contributed
M164 June, 1990 — April, 2004
M288 August, 1990 January, 2001 January, 2001
M298 August, 1990 — June, 2010
M314 September, 1990 — October, 2008
M398 September, 1990 — June, 2010
M433 September, 1990 — June, 2010
M568 October, 1990 April, 1996 April, 1996
M570 October, 1990 — February, 1995
M659 November, 1990 — June, 2010
M682 December, 1990 — March, 1998
Total:
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CHAPTER 5

Elena M. Andresen, PhD
Erin D. Bouldin, MPH

LEARNING OBJECTIVES

e |dentify and define the primary research designs used in public health epidemiology.

® Describe how experimental and observational research studies differ and the strengths
of each.

® Calculate and interpret a relative risk for cohort studies and an odds ratio for case—
control studies.

® Define the elements of causal inference in evaluating the relationship between an
exposure and a health outcome.

® Evaluate observational research for causal inference of risks and health outcomes.

In Chapter 4, we introduced you to some of the measures used to quantify
the health of a population. You now know how to assess changes in health over
time and how to compare measures across populations. You can determine
whether infant mortality is higher in Georgia than it is in Nevada and whether
this trend is changing over time. You may recall this is known as descriptive epide-
muwlogy. But why 1is there a difference in infant mortality, and what factors
increase or decrease the risk of death in the first year after birth? In this chapter,
we will cover the basics of quantifying the relationship between exposure (indepen-
dent variable) and outcome (dependent variable) within a population, or what is known
as analylic epidemiology.

In epidemiology there are several common categories of quantitative
study designs. These types of studies rely on measures that can be described by
discrete numbers. FFor example, age and months of employment are two pieces
of information that have specific numbers associated with them. For other topics
with less obvious links to numbers, we can create categories of answer choices
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and assign them a number, making them into categorical variables. I'or
example, we might ask people to rate their general health using a 5-point scale
in which | represents poor health and 5 represents excellent health. In this way,
we are able to quantify measures that seem subjective or are not intuitively
numerical. Quantitative data are analyzed using statistical methods introduced
in Chapter 6.

In contrast, qualitative study designs collect rich, descriptive informa-
tion that does not fit into clearly defined categories. Qualitative studies and
qualitative data are discussed in Chapter 12.

Within quantitative studies, there are two broad categories: observational
and experimental studies. In observational studies, the researcher does not intervene
in any way regarding the subjects’ exposures or actions; he or she simply observes
them. These studies are then analyzed based on the experiences of the subjects
and assessment of their outcomes. In experimental studies, the researcher does
intervene, controlling subjects’ exposures. Study participants are divided into
groups, and each participant receives the exposure randomly prescribed to that
group. Perhaps the most commonly reported type of experimental study is the
randomized trial, of which drug trials may be most familiar (see Chapter 7).
In these trials, study participants may be given a placebo (an inactive pill), an
established drug, or a new drug to compare their effectiveness. Below we will
introduce you to some of the most common observational studies: ecological,
cross-sectional, cohort, and case—control. We also will discuss two types of experi-
mental studies: the aforementioned randomized trial and the community trial
(Figure 5.1).

Finally, in this chapter we will discuss causal inference. As mentioned above,
the purpose of analytic epidemiology is to identify and quantify risk factors

FIGURE 5.1 Major Types of Study Designs within Epidemiology
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for health outcomes. However, a single study is rarely enough to make us con-
fident in this relationship, and different studies may have different results.
Therefore, criteria exist to assess whether there is a cause and effect relationship
between two variables. It is important to understand the criteria for causal infer-
ence no matter what your career goals are because, as a consumer, you must
make decisions based on evidence presented by sources such as the media,
industry, and health care providers.

In Chapter 3, we discussed some of the many ongoing data collection
systems in the United States. Below you will see reference to some of these sys-
tems again; please refer back to Chapter 3 for detailed descriptions of each.

Observational Studies

An observational study is one in which the researcher simply observes people
and collects information about their behaviors and health choices to determine
whether these factors influence their chances of having a particular health
outcome. The researcher does not assign research participants to any particular
exposure group but instead follows people and allows them to make their own
choices about whether or not they are exposed to various activities or substances.
Observational studies are useful in public health because it would not be ethical
to assign to people many exposures in which we are interested. For example,
low birth weight is a public health problem because infants born small are at an
increased risk of a number of poor health outcomes, including mortality. We do
not fully understand all the causes of low birth weight, so research is ongoing to
identify risk factors for low birth weight in the United States. Some of the expo-
sures that may cause low birth weight include cigarette smoking, drug use (legal
or illegal) during pregnancy, and certain pesticides. We know that cigarette
smoking causes other poor health outcomes; we know that people should not
use medications that are not prescribed for a health reason; we know that some
drugs are illegal to use; and we know that some pesticides increase the risk of
cancer. Clearly, it would not be ethical to expose pregnant women, or anyone
else, to these substances intentionally. For this reason, we must use an observa-
tional study design, one in which we look at the birth weight of infants born to
women who have been exposed to these various substances of their own accord,
and compare their infants’ health to the health of infants born to women who
were not exposed to these substances. You may be thinking that women
who smoke during pregnancy may be different from women who do not smoke
during pregnancy in ways that influence their chances of giving birth to a low
birth weight infant. This concern, the possibility of confounding, is a common
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one in observational studies and must be carefully accounted for when analyzing
data from this type of study!' 7. Confounding occurs when some factor other
than the exposure of interest obscures or confuses the relationship between the
exposure and outcome of interest. In all observational studies, it is vital to
measure possible confounders such as health conditions and health behaviors,
which are other exposures that may be related to the outcome of interest.
Because the investigator is not controlling exposures in observational studies,
participants may engage in activities or behaviors that contribute to the develop-
ment of the outcome, and this must be distinguished from the exposure of inter-
est in the study. We will address confounding later in this chapter and again in
Chapter 6.

The first two types of observational study designs we will discuss, ecological
and cross-sectional studies, often make use of readily available data. We will see
below that both types of studies can have design flaws that may make them more
useful as descriptive studies than as analytic studies. The next set of observational
studies we will discuss, cohort studies and case—control studies, are the most
common classes of analytic epidemiological studies conducted in public health,
and they have design features that make them superior to most ecological and
cross-sectional studies.

Ecological Studies

Ecological studies vary from all the other observational studies we will discuss in
one important way: they make use of group-level data rather than individual-
level datal **”), This means that instead of collecting information from individu-
als about an exposure and an outcome of interest, in an ecological study we
have summary exposure and outcome information for the entire population™.
In ecological studies, we are comparing entire groups: the average level of expo-
sure for the group is correlated to the group’s average outcome. In these studies,
the independent variable (x, or exposure) is the percentage of people
exposed in the group, and the dependent variable ( y, or outcome) is the
rate or risk of disease in the group. The unit of analysis in ecological studies
is the group rather than the individual.

By nature, these studies must be interpreted at the group rather than the
individual level. In fact, there is a term that refers to making individual-level
inferences based on group-level (ecological) data: ecological fallacy””. The
ecological fallacy occurs for a number of reasons. First, it may be that although
a population looks as though it has high exposure, it may be only a group of
individuals within the population who have the exposure, and they may or may
not be the same individuals with the outcome of interest. Second, there may be



confounders (other factors) that are not measured in the data that coincide
with the exposure of interest. We will come back to the concept of confounding
again later.

For example, imagine we are interested in the relationship between high
levels of particulate matter in the air and severe asthma attacks. Particulate
matter (PM) is a combination of very small solid particles and liquid droplets
that have the potential to negatively affect human health (see Chapters 9 and
10 for more details about environmental health). PM may be made up of dust
or debris emitted from vehicles, power plants, forest fires, or construction sites,
and they can contain compounds such as metals and sulfates. PM is a concern
because these small particles can be inhaled into the lungs and may cause or
exacerbate breathing and other health problems. Data on PM concentration are
available for certain areas through the U.S. Environmental Protection Agency’s
Ambient Air Monitoring Program, created to comply with the Clean Air Act
(see www.epa.gov/oar/oaqps/qa/monprog.html#NAMS for more details). Let
us say that we decide to use air quality data for the city of Los Angeles to measure
the relationship between exposure to high levels of PM and severe asthma
attacks. In order to quantify the outcome, in this case severe asthma attacks, we
access the intake data from emergency rooms at several Los Angeles hospitals
in conjunction with air quality data. This is an ecological study because we are
using data for groups of individuals from the same population to measure expo-
sure and outcome. In other words, we are not measuring an individual’s
exposure to PM and also assessing whether that individual has a severe asthma
attack. Rather, we are measuring PM concentrations in an area (Los Angeles)
and also measuring the number of emergency department visits due to severe
asthma attacks in that area. Assume these data show that on days in which PM
levels were high, emergency room visits due to asthma attacks also increased. If
we conclude that exposure to high levels of PM causes severe asthma attacks in
individuals in Los Angeles, we may be making a statement based on the ecologi-
cal fallacy. We did not measure the PM exposure of those individuals who visited
the emergency room for asthma attacks, and thus we cannot be sure those visits
were related to air quality at all. It is possible that the PM concentration near
the collection station was high on the day the individual visited the emergency
room, but perhaps PM concentration was quite different at the individual’s home
or school where he or she was actually exposed. There also could be a number
of confounders in this scenario for which we have no measurements. Perhaps
the asthma attack is related to air quality, but not PM; rather, the asthma attack
is related to something else in the air that is not measured. It could also be that
other factors, such as an individual’s activity patterns, medication use, or expo-
sure to smoke in the home, occurs in tandem with changes in PM concentration
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and is the actual cause of the asthma exacerbations. Based on this study, there
appears to be a relationship or a correlation between high levels of PM in the
air and increased emergency room visits for severe asthma attacks at the group
level. At the individual level, however, we cannot confidently say that high PM
concentrations in the air increase the risk of having a severe asthma attack.

Ecological studies typically are better for generating hypotheses than testing
them, as illustrated by the example above. There is a correlation between PM
concentration in the air and asthma attacks in Los Angeles, and we can now
generate a hypothesis and test it using individual-level studies. Ecological studies
often are a good first stage in an analytic strategy because easily accessible data
may be available from a public source such as a state or federal agency. Although
public health focuses on populations, group-level data are often not the best
source of data for uncovering cause and effect relationships between exposures
and outcomes. There are some exceptions to this statement, and it may be
argued that for some exposures (such as neighborhood) or perhaps some envi-
ronmental exposures (such as air pollution), group-level data are indeed appro-
priate, perhaps in combination with individual-level data"”". The advantages
of thinking about influences from the standpoint of multiple levels are described
by the social-ecological public health model (see Chapters 2, 11, 12).

Ecological data are useful for assessing time trends and may provide hints
of exposure—outcome relationships!’). If there is a spike in mortality for example,
you may also plot relevant events such as the introduction of a new drug or
exposure to new food additives along the curve and take note of the correlation.
The graph in Figure 5.2 shows an example of plotting group data over time. It
shows the prevalence of spina bifida and anencephaly at birth (also called
incidence) from 1995 to 2005 in the United States. Spina bifida and anencephaly
are both neural tube defects caused by the incomplete closure of the spinal
column during early pregnancy. The graph also shows the change in folic acid
fortification of the grain supply in the United States. The data in Figure 5.2
represent an ecological study. We do not have information about the folic acid
intake of mothers and their birth outcomes; rather, we have the overall popula-
tion trend in two neural tube defects along with changes in the food supply.
Presumably, adding folic acid to grain products will increase the folic acid con-
sumption of the general population, including pregnant women. Based on this
figure, it appears that higher levels of folic acid reduce the incidence of neural
tube defects, particularly spina bifida.

Cross-Sectional Studies

As the name implies, cross-sectional studies collect information at a single
time point, providing a snapshot of a population at a given time!" **l. These



FIGURE 5.2 Prevalence of Spina Bifida and Anencephaly at Birth
in the United States from 1995 to 2005 and Phases of Folic Acid
Fortification of the Grain Supply
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studies collect information about both exposure and outcome at a single point
in time. Often, cross-sectional studies include data obtained from surveys or
interviews that occur only once or data obtained from a publicly available source
such as a government agency. The Behavioral Risk Factor Surveillance System
(BRESS), discussed in Chapter 3, is an example of a data source for a cross-
sectional study. Although the BRFSS occurs every year, it does not sample and
interview the same individuals annually to gain information about their health
over time; rather, a new set of randomly dialed households are contacted, and
an individual in each household completes the survey once. When interviewed,
they report both health conditions and behaviors at the same time, or in a cross-
sectional manner.

Cross-sectional studies are useful as basic prevalence studies, providing
information about the amount of a health problem in a population. These types
of cross-sectional studies would be considered descriptive, designed to provide
information about the person, place, and time variables of a health outcome,
but not designed to identify risk factors for that outcome. For example, the Youth
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Risk Behavior Surveillance System (YRBSS), a CDC survey administered to
students in high schools, asks questions on a variety of topics, including sexual
activity, alcohol and drug use, and violence, as described in Chapter 3. Based
on 2007 data, 9.0% of males and 1.2% of females reported they carried a gun
to school on at least one day in the past thirty days. These data are helpful in
public health planning (in this case, injury and interpersonal violence prevention)
and also provide evidence that there is a difference by sex in the numbers of
those who carry a gun.

A study based on the BRI'SS demonstrates the potential analytic use as well
as some caveats regarding cross-sectional studies: investigating the effect of early
onset disability (mobility impairment) on participation later in life. Participation
includes being employed, going to school, engaging in social activities, and so
on. Some developmental theories suggest that if'a child has a significant disability
and his or her parents treat the child as if he or she is very dependent upon
them, that child’s participation in life activities as an adult will be lower. The
theory considers the time before age two as the vulnerable time period. Rebecca
Selove and colleagues of Saint Louis University conducted a study looking at the
BRF'SS data from ten states and Washington, D.C., combined over two years
to test the hypothesis that having a disability before the age of two increases the
risk of being unemployed later in life. How could she construct anything like a
historical exposure variable using the BRFSS? The BRFSS disability module
used in these ten states included a question about duration of the impairment.
If a person reported mobility impairment on the BRFSS and reported its dura-
tion, Selove subtracted the duration from current age and dichotomized
(divided into two groups) people with mobility impairment before age two and
after age two. Selove found that individuals with current significant mobility
limitation with onset prior to age two were about twice as likely to be
unemployed than similar individuals with onset after age two!'"l. The positive
aspects of this study include the random sample of individuals representing the
population. In fact, a population-based perspective of the relationship between
early-onset disability and adult employment status was not available before
Selove’s study.

There are some problems with this study. The depth of information col-
lected was limited. Questions about family characteristics and the severity of the
impairment were not included and would have been useful for testing the
hypothesis more directly. In addition, the questions used to define mobility
impairment were broad and may have caused people to be misclassified.

As we see in this example, researchers must weigh benefits against draw-
backs when designing a study. For example, if Selove had designed a study
specifically to investigate the relationship between age at disability onset and



adult employment status, she would have been able to ask more detailed and
targeted questions, but likely would not have been able to sample enough people
to make the study represent the entire population of ten states.

Perhaps the biggest flaw associated with cross-sectional data is a temporal
sequence issue, or the order of exposure and outcome in time. Because data on
exposure and outcome are collected simultaneously, there can be a problem
distinguishing which came first in a cross-sectional study. For example, if we use
a cross-sectional design to investigate whether clinical depression increases the
risk of being overweight, we would not be assured that depression preceded
overweight; the relationship could, in fact, be the reverse. In some cases, it is
possible to phrase a question in such a way that this temporal sequence problem
is minimized. From the example above, we could ask about weight before and
after the depression diagnosis and determine whether weight or body mass index
(BMI, a measure combining weight and height) had changed. Selove’s study also
relied on reports of historical events to reconstruct the temporal sequence. This
type of questioning, however, relies on the person’s memory and may introduce
other issues associated with poor recall. In other cases, temporal sequence is not
a concern because there is no way the relationship could plausibly be reversed.
This is true when the exposure is something innate or is a variable that the
outcome could not possibly change, such as age, or as in the example of carrying
a gun discussed above, sex. In other words, carrying a gun to school could not
possibly precede or alter a high school student’s sex; the exposure, the student’s
sex, came before the behavior.

Finally, cross-sectional studies do not provide the full experience of individu-
als across time; they do not capture future disease and sometimes may exclude
past disease. This is the nature of prevalence studies. It is not a problem per se,
but it should be noted when using cross-sectional studies in analytic work. Figure
5.3 illustrates this point. In the figure, the lines may represent a survey assessing
exposure or outcome. In either case, it is clear that if we collect data at only one
time point, as occurs in cross-sectional studies, we may not sample people during
the period of exposure or outcome. Let us assume that the figure shows data for
obesity, defined as a BMI of 30 or higher. Solid lines indicate time periods during
which a person is not obese, and dotted lines indicate time periods during which
a person 1is obese. If we collect our cross-sectional data at the point indicated by
the vertical line, we will calculate an obesity prevalence of 2 in 6, or 33.3%.
However, we see that one person was obese at an earlier point in his life, and
another person will become obese later in life. Also, one of the two people
included in our prevalence estimate fluctuates over time between being classified
as obese and not obese. Depending on the research question of interest, it may
be important to know whether someone has ever been obese rather than knowing
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FIGURE 5.3 Generic Cross-sectional Study Design Showing
the Various Points in Exposure or Disease Process at which
Individuals May Be Surveyed
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only if he or she was obese at the time of data collection. In some studies, this
may not be a limitation, but it is a factor that researchers designing a study
should consider.

Cohort Studies

Cohort studies may be the most intuitive of the observational studies. If told to
observe a group of people to determine the relationship between an exposure
and an outcome, one would naturally choose two groups, a group exposed and
a group not exposed to the substance or event of interest, and then would follow
those groups over time to look at the occurrence of the outcome. This describes
a cohort study. In a cohort study, we compare the occurrence of a health
outcome in persons who are exposed and persons who are not exposed!" #7171,
The follow-up may be prospective (into the future)!' or retrospective (in the
past)!), sometimes called historical cohorts"”). Observational studies are always
called cohorts if the study participants are divided into groups based on their
exposure status (Figure 5.4).

Cohort studies begin with individuals who all are free of the outcome of
interest. Thus in a cohort study, we have an exposed group and an unexposed
group, and we follow them over time to compare the development of the
outcome of interest, or incidence of the outcome. In a cohort study, the inves-



FIGURE 5.4 Generic Scheme of Cohort Study Design in which All
Participants Are Free of the Outcome at the Beginning of the Study
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time to assess which participants develop the outcome in each group and which do not.

tigator often begins by identifying the exposed group, for example, people who
are engaged in a behavior such as smoking or people who are exposed to a
chemical compound such as arsenic. The unexposed group should be drawn
from the same population as those exposed. (Recall that population in this sense
will be defined by the researcher and may include attributes such as place of
residence, demographic characteristics, or other factors.) For example, the study
population may consist of workers in a specific industry, so the exposed and
unexposed members may be drawn from the same plant or shipyard but have
different job duties and thus different exposures.

Ideally, the unexposed comparison group should resemble the exposed
members of the cohort in every way except exposure, but in practice this rarely
occurs. Perhaps the clearest potential problem in the evidence of exposure—
disease relationships from cohort studies is that the differences between the
exposed and unexposed people might be related to the outcome you are studying
and may confound your answer. If there are important differences between the
exposed and unexposed members of the cohort and these differences are causal
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factors for the outcome of interest, the association of interest will be confounded.
Measurement of all potential confounding factors in a cohort study is a must.
Methods exist to control the effects of confounding, which we will discuss later,
but an unmeasured confounder is an uncontrollable confounder!'**71.

Sometimes it is possible to compare the risk or rate of disease among those
exposed to some known risk or rate rather than construct an unexposed group
for the cohort. For example, we might compare the risk of asbestosis (an asbestos-
related lung disease) among a special group of occupationally exposed workers
to the risk of asbestosis among the general population.

Especially in occupational cohorts, you may have a problem with the
healthy worker effect'””'?. Individuals who are working tend to be healthier
than individuals who do not work, and they also are advantaged in other ways,
socially and economically, because of employment. Meanwhile, statistics from
the general population reflect both employed and unemployed persons. The
healthy worker effect can make an exposed working group appear to be at less
risk for some adverse outcome than they actually are if the comparison group
includes both working and nonworking individuals. Recently, the healthy worker
effect has been suggested to occur in other groups, for example among individu-
als who become caregivers for a family member or friend with a health condition
or disability!"”!. These caregivers often report high levels of stress associated with
their caregiving duties, but their health does not appear to be poorer in com-
parison to population-based samples of noncaregivers. The explanation for this
may be that those people who become caregivers are healthier at baseline than
are other family members, so they are selected into the caregiver role based on
a higher level of health. This could be called a “healthy caregiver effect.”

Cohort studies can be very complex, expensive, and time consuming to
conduct. Usually, National Institutes of Health (NIH) grants are funded for five
years only, which can be a challenge in establishing a cohort and collecting
adequate follow-up data. For this reason, many large cohorts are established by
a federal agency. For example, the Health ABC Study is a large prospective
cohort study looking at aging®®*!, It is one of the most expensive studies ever
mounted, including aspects such as imaging (MRIs) of subjects. The Women’s
Health Initiative is another very large study of over 160,000 women, with an
observational (cohort) arm and many exposures and outcomes of interest, includ-
2l The Women’s Health Initiative was
initiated by the NIH and involved a number of recruitment centers across the
United States. Finally, the Framingham Heart Study, which we will discuss in
more detail below, is a long-term cohort study that seeks to identify the causes
of cardiovascular disease. These long-standing cohort studies that occur over
time are sometimes known as longitudinal studies.

ing cancer and cardiovascular disease



STUDY DESIGN @l

Cohort Study Examples

Below we discuss two cohort studies, the Iramingham Heart Study and the
Rochester Radiation Cohorts, in more detail to provide concrete examples of
some of the methods and challenges associated with these types of studies.

The Framingham Heart Study The Framingham Heart Study, or simply the
Framingham Study, is perhaps the most well-known cohort study in the United
States. It began in 1948 around the time when infectious diseases were subsiding
in the United States and chronic diseases, specifically cardiovascular diseases,
were becoming the most common causes of death and disability. The study
continues today and has followed three generations of adults in Framingham,
Massachusetts, to identify the causes of and risk factors for cardiovascular disease,
including heart disease and stroke. This kind of long-term longitudinal study is
very costly, and in this case it is a joint project between the National Heart, Lung
and Blood Institute (one of the National Institutes of Health) and Boston
University™ »1,

At the study’s start in 1948, investigators recruited 5,209 Framingham resi-
dents who had not had a heart attack or stroke and who did not have any evi-
dence of cardiovascular disease. At the beginning of the study, these participants
were between 30 and 62 years of age. The Framingham Study includes personal
interviews, physical examinations, and laboratory tests at baseline (the point
when a person is enrolled in the study) and every two years thereafter. The
second Iramingham generation was sampled in 1971 (n = 5,124), and the third
generation was enrolled in 2002 (n = 4,095). These second- and third-generation
study participants were the children and grandchildren (and their spouses) of the
original Framingham Study cohort.

The Framingham Study has been vital to our understanding of the natural
history of cardiovascular disease and in identifying important causes and risk
factors that public health interventions can target. To date, the Framingham
Study has been instrumental in linking smoking, cholesterol, blood pressure,
physical activity, and obesity to cardiovascular disease risk. In addition, the study
has been used to provide incidence measures and to create predictive risk models
for heart disease. More details about the study’s history, design, findings, and
cohort members are available on its Web site, www.framinghamheartstudy.org.

The Rochester Radiation Cohorts The Rochester Radiation Cohorts in New
York exemplify the strengths, complexity, and cost of cohort studies™ *!. Begun
in the mid-1950s, the Rochester Radiation Cohorts were an ambitious
series of studies used to determine whether adverse effects, specifically cancer,
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are related to medical irradiation. A number of irradiation therapies were in
vogue at the time of the study’s commencement. The study enumerated all
persons treated with irradiation for postpartum mastitis (breast infection) and
enlarged thymus in Monroe County, New York. New mothers with breast infec-
tions (mastitis) were treated with X-rays. Infants judged to have a large thymus
gland, usually at birth, were believed to have an increased risk for crib death
(now called sudden infant death syndrome), and X-rays were used to shrink
the gland.

To identify exposed subjects, investigators secarched the records of all ten
facilities in Monroe County that used medical irradiation for these conditions.
Researchers abstracted information on all treated patients. If the subjects were
children, the information about their parents was also recorded. Data were
recorded on note cards in the handwriting of the abstractor, often in pencil;
these cards served as the primary research record. Initially, exposure was clas-
sified as a dichotomous (yes/no) outcome. The dose of exposure for X-rays was
calculated based on the number of treatments and the radiation level of the
machines. Questionnaires were used to measure self-reported exposures to other
medical radiation and a number of other relevant exposures: for example,
smoking history, the use of oral contraceptives, and family history of breast
cancer.

For the thymus groups, other children in the same family were enumerated
during the first mailed survey, and these untreated siblings became the unex-
posed comparison group. For the mastitis group, sisters not treated for mastitis
were used as the primary unexposed group. A second unexposed group was later
created composed of women with mastitis who had delivered at New York City
hospitals, where X-rays were not used to treat mastitis, and their sisters.

The primary method of ascertaining cancer outcomes was by mailed surveys.
In addition, the names of cohort members were compared to the New York
State Tumor Registry. New York’s tumor registry is rated as excellent, with good
case ascertainment, and checking cohort members’ names against it ensured that
the exposed persons were not reporting cancer outcomes differently compared
to those who were not given X-ray treatments (see Chapter 3 for more discussion
of registries). Most subjects granted permission for their medical records to be
released, and these records and pathology reports were used to code specific
histological types of cancers and to verify reported diagnoses.

Maintaining a cohort is in itself a science. As of the last survey of the mastitis
and thymus cohorts (1985-1987), six surveys had been conducted, approxi-
mately every five to six years. Locating subjects was accomplished by some of
the techniques listed below. In addition, some new methods are described that
were not available at the time®"*?.



. Postal inquiry of the last-known address. Although useful in earlier decades
of the cohort, this has become very expensive and yields low success, except
in rural or small-town areas.

. Merging subject files with New York State driver’s license data files. During
the life of the studies, participants’ location of residence was fairly stable. As
of the late 1980s, over 50 percent resided in Monroe County and about 70
percent in New York State. Note that in areas with frequent population
transition (e.g., big cities or areas with rapid economic growth), this would be
a challenge.

. The responses of siblings on surveys. At each survey, respondents were
mnstructed to list their siblings and their current whereabouts.

. Previously reported friends, employers, and relatives. On later surveys,
respondents were instructed to list a friend or relative who would always know
the respondent’s whereabouts. Also, employment information was collected.
This remains a favorite way of tracking research participants but is subject
to close scrutiny by ethics reviews (institutional review boards, or IRBs)
of research proposals because of concerns about subjects’ confidentiality.

. Reverse directories (city directories). Formerly done with published paper
directories, this tracking and tracing is now easier using the Internet features
of reverse directories. By examining the address of a participant, one can call
current residents or neighbors for more information.

. Subject-finder services (for example, Equifax). These companies use methods
similar to (and are usually connected with) credit report companies. Like
other services, once the social security number (SSN) of a subject is obtained,
it will be easier to find the subject later. However, it is hard to convince IRBs
to allow the use of SSNs because of increasing ethical and identity theft con-
cerns. There are some Web-based services that will run names against some
subscriber data resources, but they are expensive (about $20-$40 per request,
with a few hours to twenty-four-hour turnaround).

. Web-based services. More recently, Web-based services and personnel with
expertise (e.g., Battelle Corp., PhoneDisc, Reference USA, Trans Union’s RE-
TRACE and TRACEPY) are available at a cost. None of these services were
available for the last Rochester Radiation Cohort survey.

. National Death Index (NDI). This technique was not used in the Rochester
Radiation Cohort studies but can be used in long-standing cohorts where
mortality data can help ascertain health outcomes. The NDI is a national data
source of death certificates from all states™ *. As with other methods of tracing
and tracking, its use requires careful review and approval by an IRB.
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The survey of 1985-1987 consisted of a five-page booklet. After multiple
mailings and follow-up phone calls, success (sometimes called response rate)
was over 90 percent. Coontrast this with the reported response of the BREFSS in
Chapter 3, which hovers around 50 percent.

The results of the Rochester Radiation Cohorts showed an increased risk of
thyroid cancers immediately and persistently in the thymus cohort™ . Excess
breast cancers in the mastitis and thymus cohorts also have been detected®”*,
An important component of maintaining these cohorts is that irradiated subjects
were alerted to increased risks of cancer, a practice that is clearly ethical given
the opportunity for early detection and treatment, but which may be criticized

for producing some bias in ascertaining cancers!™.

Analyzing Cohort Studies

In both cohort studies and case—control studies, which we will discuss in the next
section, the basic analysis begins with the construction of a two-by-two (2 X 2)
table. These tables have two rows, one for the exposed and one for the unex-
posed subjects, and two columns, one for those with the outcome and one
for those without the outcome. The number of people who fall into each row
by column category are represented by the letters a, b, ¢, and d as shown in
Table 5.1.

In cohort studies, the relative risk (RR) is calculated as the measure of
effect or the measure of excess risk, the amount by which exposure
increases (or decreases) the risk of the outcome. The relative risk is sometimes
called the risk ratio or rate ratio, but relative risk will be used in this text. The
RR i1s the incidence in the exposed group divided by the incidence in the unex-
posed group; thus we are comparing the rate of new disease among the exposed
and the unexposed groups.

a/(a+b)
c/(c+d)

RR =

If the RR equals 1.0, there is no difference in risk of the outcome based on
exposure. In other words, someone with the exposure of interest is equally as
likely to develop the outcome as someone without the exposure of interest. If the

Table 5.1 Generic 2 x 2 Table for Analyzing
Epidemiological Study Data

Outcome No Outcome

Exposed a b
Unexposed d d




Table 5.2 Two-by-two Tables with Data and Relative Risk (RR)
Calculations for a Hypothetical Cohort Study Investigating
whether Wearing a Seat Belt During a Crash (exposure) Is

Associated With Traumatic Brain Injury (TBI; outcome)

(a)
TBI No TBI
Seat belt 50 300
No seat belt 95 305
R= 20/(50+300) _ 0.60 (less likely or protected)
95/(95+305)
(b)
TBI No TBI
No seat belt 95 305
Seat belt 50 300
~95/(95+305)

= =1.66 (more likely or increased risk)
50/(50+300)

RR is greater than 1.0, we say the exposure increases the risk of outcome. For
example, if smoking was the exposure and lung cancer the outcome, and we
calculate an RR of 4.3, we would say smokers are 4.3 times as likely as non-
smokers to be diagnosed with lung cancer. Likewise, if the RR is less than 1.0,
the exposure is protective against the outcome. In another scenario (Table 5.2a),
we may be looking at seat belt use during a crash as the exposure and traumatic
brain injury (T'BI) as the outcome. If we calculate an RR of 0.6 in this study, we
would say that individuals wearing a seat belt at the time of a crash were 0.6 times
as likely (less likely) to have a TBI compared to individuals who were not wearing
a seat belt during a crash. We can also invert the rows of a 2 X 2 table and reverse
the interpretation of the relative risk. Table 5.2b illustrates this feature.

In part (a) of Table 5.2, the 2 X 2 table is set up in the standard fashion as
described in Table 5.1, with the exposed group (wearing a seat belt during a
crash) on the top row and the unexposed group below. The RR in this hypotheti-
cal cohort study is 0.6, meaning that individuals wearing a seat belt at the time
of a crash were 0.6 times as likely to have a TBI compared to individuals not
wearing a seat belt. In some cases, it is easier to explain a relationship or more
useful to report a result with an RR greater than 1.0. In part (b) we see this
alternate approach, listing the unexposed group in the first row and the exposed
group in the second row. Note that the RR in part (b) is simply e inverse of the
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RR obtained in part (a). The appropriate interpretation of the RR in (b) is that
individuals who were not wearing a seat belt at the time of a crash were 1.7
(170.6) times more likely to have a TBI compared to individuals who were
wearing a seat belt at the time of a crash. The data provide the same informa-
tion, but one explanation may be easier for the audience or the public to
understand.

Also note that identical numbers of individuals in the exposed and unex-
posed groups in a cohort study are not required. Often, the frequency of expo-
sure will influence the number of subjects who can be identified, and this may
result in an imbalance in numbers. There are statistical measures that can show
whether a study has a sufficient number of subjects to detect significant differ-
ences 1in risk; these are beyond the scope of this textbook, however.

Cohort Analysis Example

To illustrate the use, analysis, and interpretation of RRs from 2 X 2 tables, we
revisit the Rochester Radiation Cohorts. As described above, the Rochester
Radiation Cohorts showed an excess number of cancers among study partici-
pants who had been irradiated for enlarged thymus as infants. Tables 5.3 and
5.4 show the data for extrathyroid malignant tumors, or cancerous tumors in
sites other than the thyroid, from the cohort after an average of twenty-nine
years of follow-up. Table 5.3 shows the data in a standard 2 X 2 format. In Table
5.4, the data are presented in a different way and provide an alternate method
of calculating relative risk. Instead of using individual people as the denominator
for the study, Table 5.4 presents person-years at risk for the outcome. (Recall
the discussion of person-time that appeared in Chapter 4 and the calculation
of incidence based on person-time.) Because the RR 1is the ratio of incidence in

Table 5.3 Number of Malignant Extrathyroid Tumors Among
Individuals Irradiated for Enlarged Thymus During Infancy and
Their Nonirradiated Siblings, Rochester Radiation Cohorts

Malignant No Malignant
Extrathyroid Tumors Extrathyroid Tumors
Subjects irradiated in 52 2,804
infancy
Nonirradiated siblings 46 5,007

Source: Reference 36
R— 52/(52+2,804)
46/(46 +5,007)

2.00



Table 5.4 Number of Malignant Extrathyroid Tumors and

Person-years at Risk for Individuals Irradiated for Enlarged

Thymus During Infancy and Their Nonirradiated Siblings,
Rochester Radiation Cohorts

Number of Malignant Person-
Extrathyroid Tumors Years at Risk

Subjects irradiated in infancy 52 66,877
Nonirradiated siblings 46 117,899

Source: Reference 36
R— 52/66,877 1
46/117,899

the exposed to incidence in the unexposed, we can still calculate this measure
using person-years.

The study included 2,856 subjects who had been irradiated and 5,053 who
had not. This explains why there were more person-years at risk represented by
the nonirradiated siblings group. As you can see from Tables 5.3 and 5.4, the
RR for malignant extrathyroid tumors is around 2.0 regardless of the denomina-
tor used (individual people or person-time at risk). In other words, subjects who
were treated with X-rays for an enlarged thymus as infants were twice as likely as
their nonirradiated siblings to develop cancerous tumors in a site other than the
thymus later in life. Although there is no random assignment to exposure, cohort
studies otherwise resemble experiments (randomized trials) in their scientific
design, methods, and analyses.

Case—-Control Studies

In case—control studies, participants are selected based upon their outcome
status, and exposure frequencies (or levels) are compared between groups (Figure
3.5). People with the outcome are called cases, and people without the outcome
are called controls. In other words, case—control studies compare the exposure
histories of ill persons to those of persons who are at risk of developing the
illness!" 7).

In order to successfully conduct a case—control study, it must be possible to
identify members of the population who are at risk for the outcome; in other
words, controls from the population from which the cases arose must be found.
Alternatively, one could use a group of controls whose exposure histories repre-
sent that of the population at risk. It must also be possible to measure the history
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FIGURE 5.5 Generic Scheme of a Case-control Study Design in
which Participants with and without the Outcome are Identified
(cases and controls, respectively)

. . Exposed lx\ IX\ ”
A #
” ” Unexposed ’x‘ ”

Outcome
(cases)

'n ” ” . Exposed ”
rA

No outcome
(controls)

Unexposed /x\ /x\ ” ” ”

The exposure status for each individual is then assessed, either through an interview or
through historical records, if available.

of exposure in a valid way in both cases and controls. If these two conditions are
met, and if the condition under study, the cases, are not too common (an assump-
tion we examine below), a case—control study will provide the same result as a
properly done cohort study.

Establishing Case and Control Definitions

Cases 'The criteria for selecting individual cases in a case—control study must be
objective. Specific diagnostic criteria or other parameters should be defined prior
to case selection to limit bias in the results of the study. Bias is a systematic
difference in the results of a study from what in fact is occurring!****, Bias
occurs for a variety of reasons that will be examined in more detail in Chapter
6, but these reasons include problems in the way subjects were selected for a
study, the measurements used in the study, or the analysis of the data. The
criteria for case selection must have high sensitivity and specificity (accuracy) in
order to minimize misclassification. Sensitivity in this case refers to the ability
to correctly identify people who have the outcome (labeling cases as cases), and
specificity means that people without the outcome are correctly identified as



not having the outcome (labeling controls as controls). Misclassification,
categorizing someone as a case when he or she is not or improperly classifying
a control as a case, can attenuate, or dampen, the results of the study. In epi-
demiological studies, attenuation results in the RR or odds ratio (OR) estimate
moving closer to 1.0 (the level of no effect or association).

By extension, the case—control study design may be a poor choice for some
conditions with broad case definitions or for syndromes that include several
heterogeneous kinds of cases. However, if the exposure—outcome relationship is
strong enough, case—control studies may still offer the advantage of (1) smaller
sample sizes than cohort studies, (2) larger numbers of suspect exposures from
the same outcome examined, and (3) a shorter study period, allowing completed
follow-up of the subjects. These advantages are demonstrated in examples below.

Controls Controls ideally are selected from the same population as that from
which the cases arose. It is best if controls are selected randomly from the popu-
lation, as in random digit dialing, the method used for the BRFSS and other
studies. Controls may be persons identified through the same means as the cases;
for example, controls may have been admitted to the same hospital as cases but
for different reasons. There are potential problems with this method of selecting
controls, which will be discussed below. Controls may be persons without
the outcome who are related in some way to the case, such as a friend, a
relative, or a neighbor of the case. As with our discussion of using siblings in the
Rochester Radiation Cohorts, this would presume the exposure of interest was
not strongly linked in some manner to these controls, such as through genes or
environment.

Case—Control Study Example: Control Selection

The first case—control study example illustrates why we are careful in selecting
controls, in this case using hospital-based controls. This study evaluated the
association between artificial sweeteners and lower urinary tract cancers in
men”. Investigators suspected that taking control subjects from a hospital-based
study might overestimate the population’s use of artificial sweeteners because of
obesity and diabetes-related diseases. If that were true, then a real association
between sweeteners and cancer would be reduced compared to results achieved
when the controls were selected randomly to represent the population exposure
to sweeteners.

As Table 5.5 illustrates, there is a difference in exposure (use of artificial
sweeteners) among the different control groups. Specifically, artificial sweetener
use 1s higher among hospital controls with an obesity-related disease. We can
understand why this would be true because these men might have a tendency
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Table 5.5 Exposure Data for Male Controls in a Case-control Study
of Artificial Sweetener Use and Urinary Tract Cancer,
Detroit, Michigan, 1978

Hospital Controls  Difference Between
Population Hospital Without Obesity- Hospital Controls With
Controls  Controls Related Disease = and Without Obesity-

Ever Used (n=296) (n=234) (n=152) Related Disease

Any artificial 38% 44% 38% —6%
sweetener

Tabletop 24% 29% 26% -3%
sweetener

Diet drinks 24% 30% 26% -4%

Diet foods 13% 16% 11% -5%

to avoid sugar. The exposure levels of population controls are similar to hospital
controls who do not have an obesity-related disease; for example, 38% of con-
trols in each group had used any artificial sweetener, and 13% of population
controls and 11% of hospital controls without obesity-related disease used diet
foods. Artificial sweetener use was 3% to 6% higher among hospital controls with
obesity-related disease compared to hospital controls without obesity-related
disease. The message here is that when using hospital controls in a case—control
study, there may be important differences between these controls and population
controls due to the health conditions that caused the controls to be in the hos-
pital. Hospitals can be a good source of controls for a case—control study, but
the researcher must carefully assess the relationship between hospitalization and
exposure to ensure these controls represent the population accurately. This
example also reminds us of what our expectations are in case—control studies:
the controls represent the population experience of those at risk, but they have
not experienced the disease.

PUBLIC HEALTH CONNECTIONS 5.1

DISTINGUISHING COHORT STUDIES AND
CASE-CONTROL STUDIES

Many students find cohort studies and case—control studies difficult to distinguish.
Indeed, there are similarities: both collect individual-level information and use
information over time rather than at a single time point (as in cross-sectional




studies). The defining difference between these two types of studies is the manner
in which subjects are selected. In cohort studies, participants are selected based
on exposure, whereas in case—control studies, participants are selected based on
outcome. Perhaps the most confusing distinction is between case—control studies
and retrospective cohort studies because they can seem nearly the same. In both
cases, we already know the outcome status of study participants and must go
back in time to construct exposure. Again, the difference comes in the analysis
of these data: were the participants broken into groups based on whether or not
they were exposed or whether or not they have the outcome of interest? This
requires that you correctly identify the exposure of interest and the outcome of
interest in the study in question. If the researchers set up a group of exposed and
a group of unexposed subjects, it is a cohort study (in this case, a retrospective
cohort). For example, imagine we search hospital records for individuals who have
a specific type of brain tumor, and we are interested in whether or not people
who worked in air traffic control towers are at increased risk for these tumors.
The exposure is working in an air traffic control tower, and the outcome is having
a brain tumor. If we use the hospital records to identify a group of people with
the brain tumor and a group without the brain tumor of interest, then interview
them (or use other data sources) to classify whether or not they worked in an air
traffic control tower, we would be conducting a case—control study. Conversely,
if we contact people and find out whether or not they worked in an air traffic
control tower (interview or other data sources), then use medical records to
determine whether or not they had a brain tumor, we would be conducting a
retrospective cohort study. In these retrospective cohort studies, the researcher
behaves as if he or she does not know the outcome status of the individuals when
dividing participants into groups. There is still an exposed and an unexposed
group, but there also is information about outcomes at the start of the study so
that follow-up time is not required.

Another point of confusion can occur when reading scientific journal articles.
As we have described in this chapter, the relative risk (RR) is the appropriate measure
of excess risk in cohort studies, whereas the odds ratio (OR) should be used for
case—control studies. However, there are many published cohort studies that report
results as ORs. What is going on here? The OR in a cohort study is an artifact of
using the analytic methods of logistic regression modeling. This method will be
described in more detail in Chapter 6, but essentially it allows the researcher to go
beyond the basic 2 x 2 table and model exposure and outcome while controlling
for confounding. As described in this chapter, confounding can be a substantial
problem in cohort studies (and observational studies in general), so logistic regres-
sion is a common tool in observational epidemiology. However, ORs are not a
universally acceptable replacement for the RR: the OR only approximates the RR if
the outcome (disease) is rare, somewhere around 5 percent. In this text, you are
expected to use RR calculations when working with data from cohort studies.
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Table 5.6 Generic Example of a 2 x 2 Table and Formula for
Odds Ratio (OR)

Outcome No Outcome
Exposed a b
Unexposed d d
OR= 2% d
bxc

Analyzing Case—Control Studies

In case—control studies, we begin analysis by setting up a 2 X 2 table, just as we
did with cohort studies. However, in case—control studies, we must use the odds
ratio (OR) approximation to the relative risk, as shown in Table 5.6.

The interpretation of the OR is similar to the RR, except we are talking
about the odds of an outcome rather than the 75k of an outcome. For example,
if we calculate an OR of 2.9 for competitive running (exposure) and knee
replacement (outcome), we would say the odds of having a knee replacement for
competitive runners was 2.9 times the odds of knee replacement in noncompeti-
tive runners.

The reason we cannot calculate a relative risk in case—control studies is that
we do not have a measure of incidence. Recall that in a case—control study we
select people based on the presence (case) or absence (control) of the outcome,
so the researcher is artificially establishing the number of cases and controls:
rarely does the distribution match the actual incidence of the outcome in the
underlying population. Because we cannot measure incidence in a case—control
study, we must instead calculate the odds of an event occurring in each exposure
group. If the outcome is rare, often defined as occurring in 5 percent of the
population or less, the OR will closely approximate the RR (called the rare disease
assumption)>*",

As in all observational studies, analysis of case—control studies must include
rigorous assessment and control of confounding variables. There are some addi-
tional issues of which to be keenly aware in case—control studies as well, and
recall bias is one of the most notable. Recall bias occurs if cases and controls
remember past exposures differently, with cases potentially having more recently
considered their exposures because of the diagnosis or event that makes them a

(25751 Recall bias does not necessarily imply that cases overreport exposure

case
because they attribute their outcome to a particular exposure; rather, cases may
in fact recall their exposures more accurately than do controls.

Recall bias can lead to differential misclassification, that is, inaccu-

rately classifying study participants and making a different assignment based on



Table 5.7 Hypothetical Case-control Study of Maternal
lllicit Drug Use and Birth Defects Showing the Effect of
Differential Misclassification Caused by Recall Bias on the
Odds Ratio (OR) Estimate

True Classification

Birth Defect No Birth Defect
Maternal drug use 10 10
No maternal drug use 90 90
OR=1.0

Observed Classification

Birth Defect No Birth Defect
Maternal drug use 19 5
No maternal drug use 81 95
OR=4.5

either exposure or outcome status'*. The following example illustrates differ-
ential misclassification by outcome (case or control) status””. In a hypothetical
study of maternal use of illegal drugs during pregnancy and infant birth defects,
case mothers who did take drugs are 100 percent accurate in their reporting,
but control mothers are more likely to not mention their drug use. Case mothers
who did not take drugs during their pregnancy also tend to report drug use from
before their pregnancy as occurring during their pregnancy, a phenomenon
called telescoping, reporting more distant events as being closer to the present
and during the exposure window of interest (Table 5.7).

As we noted earlier, one of our major concerns in an observational design,
including case—control studies, is confounding. To deal with confounding we
sometimes use a matched case—control study design!"**’!, In this practice,
one control subject is identified who matches a case on a factor or factors, such
as age, gender, race, or hospital admission date. When a factor is matched, it
can no longer be investigated as an exposure because the researcher has manipu-
lated its distribution to be equal across cases and controls. Thus if we are con-
ducting the study about illicit drug use during pregnancy and birth defects, and
we decide to match on the age of the mother at conception, we can no longer
investigate the impact of a mother’s age at conception on her risk of having a
child with a birth defect. However, this matching assures us that age is not con-
founding the relationship between maternal drug use and birth defects because
age is the same across both groups of women. One benefit of matching is that
more than one control may be matched to each case to decrease the number of
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Table 5.8 Necessary Sample Sizes for a Given Effect Size
Measuring the Relationship between Hypothetical Contaminant
X and Spina Bifida Using Various Study Designs*

1:1 Case-Control 3:1 Case-Control
Exposure Effect Cohort Sample Size Sample Size
Size (RR or OR) Sample Size (number of cases) (number of cases)
1.1 572,000 21,266 (10,633) 28,508 (7,127)
1.2 151,000 5,734 (2,867) 7,720 (1,930)
1.3 71,000 2,736 (1,368) 3,700 (925)
1.4 42,000 1,648 (824) 2,232 (558)
1.5 28,200 1,124 (562) 1,528 (382)
2.0 8,700 374 (187) 512 (128)
3.0 3,000 146 (73) 200 (50)
5.0 1,200 68 (34) 92 (23)
10.0 430 36 (18) 48 (12)

*Assumptions: p = 0.05, power = 0.80; for cohort, equal number of exposed
and unexposed; base frequency of spina bifida in the unexposed is 0.58 per 1,000
births; for case—control, base frequency of exposure to contaminant X in controls
is 20%.

cases needed to achieve adequate statistical power (also known as minimizing
type 2 errors, which will be discussed in Chapter 6). In this instance, the match-
ing design increases the sample size in a specific way, adding more controls to
the study sample, which increases the chance of finding a real statistical associa-
tion when one exists (study power). This is illustrated, in part, in Table 5.8. If
one control is matched to each case, it is notated as a 1:1 case—control study,
whereas a 3:1 study would indicate three controls were chosen for each case.

Case—control studies are particularly good for rare outcomes because study
subjects are chosen based on the outcome. This is in contrast to a cohort study,
in which rare outcomes are more inefficient because follow-up of many people
is needed to identify an adequate number of individuals who develop the outcome
of interest. For example, spina bifida, which occurs in about 0.58 per 1,000 births
in the United States, is a rare outcome and would require that we follow a very
large number of pregnant women in order to identify just a few children born
with this condition. Table 5.8 illustrates this, showing the required study size for
identifying whether contaminant X causes spina bifida. The table shows the
sample sizes required for a cohort study, a 1:1 case—control study, and a 3:1
case—control study with the same effect size (RR for cohort study, OR approxi-
mation to RR for case—control study).

As Table 5.8 shows, smaller effect sizes (small RR or OR) require a larger
sample size to detect the difference between two groups. As noted above, case—



control studies require a fraction of the sample size required by a cohort
study for the same exposure effect size. Finally, although a 3:1 case—control study
requires more total subjects be enrolled than a 1:1 case—control study, the 3:1
study requires that fewer cases be identified to achieve the same statistical power.
In general, case—control studies are faster and cheaper to conduct than cohort

studies because there is no follow-up time needed and sample sizes may be

smaller.

PUBLIC HEALTH CONNECTIONS 5.2
CHOOSING AN OBSERVATIONAL STUDY DESIGN

Cohorts are a good choice when exposures are rare, the outcome occurs quickly
(i.e., pregnancy), and the outcome is common (large incidence). Retrospective
cohorts can overcome some of the problems of rare outcomes and long duration
but depend on good follow-up information and prior records of exposure.
Case—control studies are a good choice when the outcome is rare, there is
good exposure history, and appropriate controls can be identified from the popu-

lation under study.

Choice of an Observational Study Design

Characteristic

Favors

Frequency of exposure is:

High

Low

Frequency of outcome is:

High

Low

Expensive to ascertain in specific

individuals

Unable to accurately assess prior exposure
given presence of outcome (e.g., recall
bias is serious, altered biological state)

Availability of
Follow-up mechanism
Exposure records

Duration between exposure and outcome
Long
Short

All (especially case—control)
Cohort

Cohort
Case—control
Case—control

Cohort

Cohort
All (especially cohort)

Case—control
Cohort
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Experimental Studies

Thus far we have discussed observational studies, those in which the investigator
simply collects data on groups or individuals without influencing the factors
under observation. As we discussed, observational studies are appropriate for
many questions, especially when we cannot ethically assign exposures, for
example, randomly assigning car seat use to test whether they protect infants in
vehicle crashes. In contrast, in experimental studies the rescarcher assigns
study participants to a particular exposure group (exposed or unexposed).
Experimental studies have a number of strengths, namely that they limit con-
founding!®. There are a number of types of experimental studies. Here we will
discuss only randomized controlled trials and community trials.

Randomized Controlled Trials

Often termed the gold standard of epidemiological studies, randomized con-
trolled trials (RCTs) provide strong evidence of cause and effect when de-
signed and conducted well**?. The term gold standard comes from the practice
of guaranteeing paper money with gold and applies to a standard that is judged
to be the truth. In practice, very few science standards are really golden. (We
even use the term alloyed gold standard to suggest that we have a standard that
probably needs improving.) These studies are called randomized because study
subjects are assigned at random, without respect to demographic or other factors,
to a specific exposure group. Each subject has the same probability of being
assigned to a given exposure group. The random nature of this assignment serves
to distribute potential confounding factors across each exposure group equally.
If confounding factors are similar across exposures, then any difference in the
outcomes can be attributed to the exposure itself. In practice, it is often necessary
to control for confounding even after randomization because the randomization
process is not perfect and some confounding factors may not have been equally
distributed between exposure groups. As in observational studies, this control of
confounding can be achieved using methods described in Chapter 6.

The word controlled refers to the characteristic that RC'Ts have a standard
or control group to which the new or hypothesized better treatment is compared.
The control group may be individuals who receive no treatment at all when that
is ethically appropriate. Often in pharmaceutical trials, the control group is given
an inactive substance that looks like the treatment, which is called a placebo.
In some RCTs, the study does not compare nothing and something but rather
compares the current standard of care and a new method of care. In this case,



the control group receives standard care and the treatment group receives the
new method.

In addition to these features, many RCTs have some level of blinding, or
concealing the subject’s exposure status. A single-blind study is one in which
the study participant does not know whether he or she is in a treatment or control
group. In a double-blind study, neither the participant nor the investigator
knows whether the subject is in a treatment or control group. By blinding those
involved in the study, it is more likely that all participants will be assessed in the
same way, decreasing the opportunity for misclassification or bias!®.

RCTs may target any of the three levels of prevention. Those studies that
aim at primary prevention (preventing a disease from occurring) often are
called preventive trials'”. Preventive trials may include testing the efficacy
(ability to produce an effect) of a vaccine in healthy individuals, for example.
Intervention trials are those that test the impact of drugs or other efforts to
reduce the severity of a disease in individuals who are at high risk of the outcome
(secondary prevention). Finally, therapeutic trials are designed to
improve outcomes once an individual has a disease (tertiary prevention)®. In
therapeutic trials, it is unlikely that subjects would receive no treatment; rather,
standard care may be compared to additional levels of treatment or intervention.
An example of a therapeutic trial might be one that tests ways to help smokers
stop smoking (the outcome of interest). If we were working in a clinic setting, the
standard of care might be to recommend a smoking cessation class offered by
health educators and to provide a free or low-cost nicotine substitute, such as a
nicotine patch or chewing gum. The new treatment might add a prescription
medication that is believed to help with cravings, and the standard group might
receive either no new drug or a placebo that looks like the new drug.

As in observational studies, before beginning an RCT the investigator must
define the population of interest and select a representative sample from this
population to participate in the experiment'”. Often, RCTs have very specific
inclusion and exclusion criteria that may limit the population to which the results
can be generalized. For example, in a study investigating the effectiveness of a
cholesterol-lowering drug, researchers may exclude individuals with existing
conditions such as heart disease or hypertension. Even though this exclusion may
allow a more precise biological estimation of the effect of the drug, the results
may be applied only to the population of people with high cholesterol and no
existing heart disease or hypertension. Once this drug is licensed for general use,
many of the individuals who take it may in fact have comorbid conditions (heart
disease or hypertension). There is the potential that this group of individuals who
were not included in the clinical trial population will not respond as well to the
drug or will have adverse reactions. This occurs somewhat rarely, but caution
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should be exercised when generalizing the results of any study beyond the study
population. In recent years, it has become common, and even required in some
countries, that postmarketing surveillance, or drug monitoring after agency
approval, occurs for drugs newly introduced to the market. As with other surveil-
lance activities, postmarketing surveillance can provide useful time-trend data
and may alert researchers, clinicians, and pharmaceutical producers to unex-
pected side effects associated with a drug. Pharmacoepidemiology, the special-
ized field of epidemiology that deals with pharmaceutical drugs and postmarketing
surveillance, is detailed in Chapter 7.

RCTs can have limitations, the most important of which is the ability to use
these studies in public health research. In many cases, it is unethical to random-
ize individuals to the exposure of interest. For example, one cannot randomize
women to illegal drugs during pregnancy to understand the impact of drug use
on the risk of birth defects. We know that drug use is harmful to the woman and
that it may cause other poor birth outcomes, so the only way to assess this rela-
tionship 1s through an observational study design. Another ethical consideration
in RCTs 1s the local standard of care. Some RCT's are conducted in developing
countries, in part because the outcome of interest may occur more frequently
there. This is not necessarily unethical, unless the results of the trial will not be
of use to the population on which the trial was conducted. Recall from Chapter
1 that the Belmont Report includes justice as one of its tenets, which includes equal
distribution of risks in research. In other words, if one population assumes all of
the risk associated with testing a new drug, that population should also have
access to the benefits of that drug after the trial ends.

RCTs often are time and cost intensive. As with prospective cohort studies,
RCTs require follow-up to assess the outcome, sometimes for many years. In
addition, RCTs may require intense medical care or procedures, such as fre-
quent visits and laboratory tests. The issues of noncompliance and loss to follow-
up are important in RCTs: discarding participants because they do not take their
drugs as instructed or do not comply with the intervention may compromise the
very benefits of the randomization of exposures and make them more like obser-
vational studies. For example, patients who do not take a trial medication as
instructed (moncompliant) or who leave a study early (lost to follow-up) may
do so because of negative side effects. If these individuals are then excluded from
analyses, their negative experience may be lost, and the results of the study would

be less accurate®.

Community Trials

The major difference between RCTs and community trials is the unit of
analysis’®. In community trials, as in ecological studies, the unit of analysis is a



group rather than an individual. The community under study represents a larger
population, such as a school district, a city, or a county. These trials may test an
etiological hypothesis or the impact of a program or intervention®. In a com-
munity trial, one or more communities serve as the intervention group and
another community or communities serves as the control. As in all epidemiologi-
cal studies, the intervention and control groups should be as similar as possible,
except for the exposure status, and they should represent the same underlying
population. Ideally, the populations of the study communities will be relatively
stable to ensure changes seen in the outcome are due to the exposure under
study rather than to changes in the community’s population'®. Community trials
are different from ecological studies in that the exposure is manipulated by the
mvestigator rather than occurring naturally.

The process of a community trial is similar to that of an RCT except groups
are assigned to an exposure rather than individuals. Whenever possible, alloca-
tion to intervention or control should be done at random in community trials.
Once the treatment group is assigned, the intervention begins, and the groups
are followed over time to evaluate changes in the outcome of interest. The
outcome may be the incidence of disease, the use of specific medical care, or the
prevalence of a preventive health behavior, for example. In a community trial
of smoking and low birth weight, we might randomize prenatal care clinics by
adding a health educator who conducts smoking cessation programs. We would
compare smoking rates or quit rates among women attending the intervention
clinics that have a health educator and women attending control clinics with
usual care (no health educator).

Community trials are an especially good choice when social constructs are
expected to influence the effectiveness of an intervention!®. For example, drink-
ing laws, law enforcement, social norms, and retailer practices (such as verifying
age upon purchase) may all influence whether a teenager has access to alcohol.
In a study of the effectiveness of an educational campaign to prevent underage
drinking, a community trial may provide a better understanding of the actual
impact of the campaign on teen alcohol use in a real-world setting than would
an individual-level RCT or observational study. In addition, community trials
may have a larger public health impact than RCTs because many more people
can be reached during an intervention trial than during an individual-level
RCT®.

Community trials have some weaknesses, including the potential for con-
founding. Changes in a community related to frequent in- and out-migration
may cause a change in the outcome that is not related to exposure. Likewise,
baseline differences in the communities chosen may influence the effectiveness
of the intervention. Because the unit of analysis is the group in community trials,
the ecological fallacy is possible. This might lead us to see an association at the
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group level and apply that association to the individual level when, in fact, that
relationship does not hold. Finally, community trials can be time intensive and
costly because a large number of people (the entire sample community) must
receive the intervention and be followed over an adequate time period!®.

Causal Inference

We noted that experimental study designs are considered the gold standard in
epidemiological research. These studies provide strong evidence of cause and
effect because the exposures are not self-selected by study participants. For this
reason, confounding is likely to be less of an issue, and any relationship we
observe between exposure and outcome is likely to be a causal one. By design,
experimental studies also are prospective in nature so that in a well-designed
trial we begin with people who are free of the outcome and follow them over
time to assess whether the experimental and control groups have different rates
of incident outcome.

When we move to observational studies, we need to consider more carefully
if we feel confident about making a causal inference, a statement about the

exposure causing the outcome, based on the evidencel'*®7#%]

. In assessing
causation, it is important to not only consider studies individually but also to
look for patterns of evidence. In simple terms, causal inference requires that we
examine the research and ask the following: how good is the scientific evidence?
Authors list the elements of causation somewhat differently and with greater
details and examples. However, there are five basic criteria to consider when
assessing causal inference in the absence of definitive experiments, as summa-
rized in Table 5.9.

In all observational studies, we need to think carefully about the possible
problems in the time or temporal sequence. As mentioned above, the concern
about which came first, exposure or outcome, occurs in cross-sectional studies
when both are assessed simultaneously. The concern is also raised in case—control
studies when we know the outcome and seck to assess a past exposure. These
studies must be designed carefully to assure exposure information relates to prior
experiences rather than current habits that might have been influenced by the
outcome. For example, in a cross-sectional study, if people are asked to report
their weight and whether they have been diagnosed with diabetes, we might
identify obesity as a cause of diabetes because people with diabetes are, on
average, heavier than the general population. But what if the reverse were true:
what if having diabetes led to obesity? Not all exposure—outcome relationships
assessed In cross-sectional studies create a temporal problem, however. When
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Table 5.9 Criteria for Assessing Causal Inference in Observational
Epidemiological Studies

Criterion Definition

Temporal sequence Time sequence: the exposure occurs before the outcome.

Strength of The association between exposure and outcome is strong
association based on magnitude or size of the OR or RR.

Dose-response A gradient in exposure results in a gradient in outcome;

for example, increasing levels of exposure result in
increasing levels or risk of the outcome.

Plausibility Biologically (or socially, behaviorally), there is an
explanation, a pathway, for the exposure causing the
outcome.

Consistency The association between exposure and outcome is

present in a variety of settings and study designs.

using cross-sectional data to examine the relationship between family heritage
and risk of skin cancer, the outcome cannot possibly alter or precede the expo-
sure. In summary, some observational study designs are prone to generating
concerns about temporal sequence, but the time relationship must be assessed
in each case. When there is a concern about the temporal sequence of exposure
and outcome 1in a study, be cautious about making a causal inference.

We have seen examples of studies with RRs or ORs and know that as the
difference between the groups gets larger, the RR and OR get larger. Strength
of association in general terms means that the larger the difference between
exposure groups, the easier it is for us to infer that something else (a confounder)
is not responsible for the association. That is, the association is stronger as the
estimate of effect size (RR or OR) gets farther away from 1.0. There is no cutoft
value for what is a large effect, but when a dichotomous (two-level categorical)
exposure generates an RR of 1.05, that would not be considered to be a strong
association because it is only a 5 percent relative increase in risk. However, an
RR of 10.5 is very, very large: it indicates that the risk of the outcome among
the exposed is ten times the risk of the outcome among the unexposed. What
constitutes a strong association is different in studies that look at continuous
rather than dichotomous variables. In a study using age as the exposure, the risk
of heart disease increased by a factor of 1.07 per year between ages forty and
fifty. Even though an RR of 1.07 is small, a cumulative increase each year would
begin to look like a large increase in risk of heart disease. Finally, although the
statistical significance of the measure of effect is not technically part of our list
or criteria, we might look at the size of the relative risk and consider if the result
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might be due to chance (P value > 0.05; see Chapter 6, Biostatistics, for more
details).

It is easy to confuse strength of the association with the size of the study, the
number of people taking part in the study. A remarkable case—control study
helps us view the issue more clearly. In a very small case—control study published
in 1971, investigators reported on eight cases of a rare vaginal cancer in young
women and compared their exposures to thirty-two control women!**),
Remarkably, seven of the eight cases were the daughters of mothers who had
taken a specific drug called diethylstilbestrol (DES), and none of the control
women had been exposed. The association would never have been detected in
a cohort study because it would have taken decades of follow-up for such a rare
event to occur. And although the case—control study was very small, it indeed
identified a strong link between DES exposure and vaginal cancer.

In some exposure—outcome relationships, we expect there to be a biological
or social reason that more of an exposure will cause more of an outcome or a
larger risk of the outcome. In these cases, it is helpful to measure exposures as
a gradient or dose and look at the pattern that emerges, namely whether there
is 2 dose response. A clear example of this is smoking. If we are investigating
lung cancer risk, the risk may be higher for smokers than for nonsmokers, but
if we quantify the amount of smoking, we might expect to see increasingly larger
RRs for lung cancer as we move from nonsmokers to light smokers to heavy
smokers. Some exposures are simply categorical, such as sex or state of residence
or the clinic one goes to for health care. In these cases, we would not rank one
category above another and therefore would not be able to assess a dose response.
There may be differences by category (men are more at risk for heart disease,
for example), but these would not be classified as a dose response if there are
only two categories or if the categories do not have an intuitive rank.

Observational studies sometimes provide evidence of an exposure—outcome
relationship well before we understand the mechanism for it. For example, there
was a very strong association between cigarette smoking and lung cancer before
we had a clear picture of the biological carcinogens responsible. Thus even in
the absence of the specific mechanism, common sense indicated that when a
foreign substance, smoke, was inhaled into the lungs, the lung cells were more
likely to become cancerous. The association makes biological sense, or the evi-
dence is biologically plausible. Sometimes the biological evidence comes
from animal studies, for example studies in which rodents are randomly exposed
to tobacco smoke. Sometimes we consider information other than pure biology
in making the case for inference. For example, it is plausible that traumatic
events, such as interpersonal violence, can lead to an increased chance of symp-

[48,49]

toms of stress and mental health problems or that living in a neighborhood



with limited access to fresh produce can increase the amount of saturated fats

in one’s diet®!, Although these relationships may seem to have less biological
or mechanistic explanations underlying them, there is nonetheless plausibility to
the relationships.

With all studies, we find the cause and effect argument improves as we see
more evidence, and more studies, that have similar results. There may be some
studies that do not hold to the pattern, but generally, as we look at studies on
the same exposure—disease relationship, the consistency of the story is built.
In any one study, the evidence of other studies should be part of the introduction
and the discussion section of the report or article (see Public Health Connections
5.3). For example, two 1970s British studies on the use of oral contraceptives
(birth control pills) and heart disease both showed an increased risk”*””), helping
to build the causal inference for the relationship. Keep in mind that this consis-
tency criterion refers to between studies rather than within a study.

It is not necessary that all five criteria (Table 5.9) be in place and be strong
in order to make a causal inference. These are general guidelines for assessing
whether an exposure causes an outcome in an observational study. Experimental
data also tend to need repetition (consistency) before causal inference can be
accepted, and as discussed earlier, experiments can also have problems in con-
founding and generalizability.

PUBLIC HEALTH CONNECTIONS 5.3
READING SCIENTIFIC JOURNAL ARTICLES

Often, reports you hear in the news linking a food to decreased cancer risk or
describing the negative health impacts of engaging in specific behaviors are based
on research published in peer-reviewed journal articles. These journals require that
other individuals in the field (peers) read and comment on the design of the study
and the interpretation of data before the results are published. This helps to ensure
accuracy and scientific merit in published work.

Most journals have a similar format regardless of the field in which it pub-
lishes. Journal articles begin with a background or introduction that describes
work that has occurred in the past that relates to and has informed the current
study. The author usually includes the hypothesis of the study. Following the
background or introduction section, the article moves into methods, which
details the steps taken in the current study. In an epidemiology article, this would

(Continued)
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PUBLIC HEALTH CONNECTIONS 5.3

READING SCIENTIFIC JOURNAL ARTICLES (Continued)

include the data source(s), a description of how study participants were selected
(inclusion and exclusion criteria), and details about the measures and analyses
used in the study. After describing the study’s construction in methods, the author
discusses the results, sharing the findings of the study. The results section often
includes tables and figures that provide data from the analyses. The text of the
results section puts these data into words, but does not explain their meaning.
Instead, the interpretation of the data is included in the next and often final
section, the discussion. The discussion may cite other studies that have found
similar or different results and suggest reasons for these differences. It often
includes a synopsis of the study’s strengths and weaknesses. Finally, it describes
the meaning of the work in the larger context of the field and may suggest future
areas of study. Some journal articles also include one last section, the conclusion
for these summative remarks. An abstract is a brief summary of the entire article,
typically comprising a sentence or two from each section of the work to provide
readers a brief overview of the design and findings of the study.

Today, many journals are available online in addition to print. University
libraries hold licenses for various journals, and individuals may purchase annual
subscriptions or individual issues. Many scientific societies produce leading jour-
nals in their fields, and membership to the society may include a subscription to
the journal. When searching for articles on a specific topic, it is helpful to use one
of the many search engines, such as PubMed (National Library of Medicine,
www.ncbi.nlm.nih.gov/PubMed) or Web of Science (Thomas Reuters, http://
thomsonreuters.com/products_services/science/science_products/scholarly_
research_analysis/research_discovery/web_of_science) to search across journals
for a specific topic or author of interest.

Example: Applying Causal Inference Criteria

We now return to the cohort study example from Rochester, New York, in which
infants who were treated with X-rays were followed-up for tumors and compared
to their brothers and sisters who had no treatment. This is an observational

study, so the causal inference criteria should be applied.

Tirst, let us consider the temporal sequence. We described this study as a pro-

spective cohort, meaning we began with infants or young children, none of whom

had any cancers or tumors, and followed them for many years. This is an excel-
lent example of the exposure coming before the disease and unambiguously



Table 5.10 Risk of Benign Thyroid Adenomas (Tumors) After X-ray
Irradiation for Enlarged Thymus Gland at Birth

Number Tumor Incidence Relative Risk

Group of Tumors per 100,000 per Year (RR)*
All exposed infants 86 102.2 14.1

Dose groups

0.01-0.049 Gy 19 43.6 6.0

0.50-3.99Gy 27 124.5 17.2

4.0 and up 30 310.0 42.7
Unexposed siblings 11 7.3 1.0

(reference group)

*Overall, the average dose was 1.36 Gy for the thymus-irradiated group. The RRs are
calculated by the ratio of each exposure group compared to the unexposed, for
example, overall, 102.2/7.3, and for the middle dose group, 124.5/7.3. (Source:
Reference 29.)

giving us a sound temporal association. Next, let’s consider strength of association.
We calculated an RR of 2.0 for malignant extrathyroid tumors, which is consid-
erably large, a doubling of risk for infants exposed to irradiation compared to
their nonirradiated siblings. In other reports using these data, there are even
larger estimates of risk, including an RR of 14.1 for thyroid tumors when com-
paring all the subjects that had the X-rays and their siblings (Table 5.10). This
1s evidence of a strong association between exposure to X-rays in infancy and a
risk of various benign and malignant tumors at multiple body sites later in life.
Even more striking is the evidence that when the RR is calculated for exposed
infants based on how much radiation they received, we see increasingly larger
relative risks in Table 5.10. Although the overall RR is large, this dose response
gives us even more evidence to consider when making an inference. For plausibil-
1ty, we consider the biological effects of radiation. Even without consulting specific
scientific and animal studies, we know that radiation can cause cancer. In this
study, we also know that the X-rays were directed at the same area of the body
as the thyroid, so this really makes biological (and common) sense: the highest
RR for tumors was in the site that received radiation. Iinally, we consider if the
evidence is consistent, that is, whether we see the same kind of association in other
studies. A literature search would tell you that there is evidence that large
amounts of X-rays seem to cause cancers. This was an unusual cohort study, so
there is no direct evidence from similar observational studies, but there have been
cohort studies that assess tumor and cancer incidence among people exposed to
atomic bombs, for example. Can we make a causal inference about X-ray radia-
tion for enlarged thymus in infancy and thyroid and other tumors later in life?
Yes. The overall summary of the causal criteria is very compelling.
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Summary

In this chapter, we have discussed the basic epidemiological study designs, the
components of analytic epidemiology, and criteria for assessing the exposure—
outcome relationship investigated in these studies. We distinguished observa-
tional studies, those in which the researcher simply collects information about
exposure and outcome from people who self-select their exposures, from experi-
mental studies, those in which the researcher assigns participants to a particular
exposure group. Observational studies include ecological, cross-sectional, cohort,
and case—control studies. Experimental studies include randomized controlled
trials and community trials. We also have covered the basic analytic tools for
these studies and have described how to interpret measures of effect. For most
study designs, we calculate a relative risk, a ratio of the incidence among the
exposed to incidence among the unexposed. However, in a case—control study,
the researcher selects people based on outcome, and therefore incidence cannot
be calculated. As a result, we must use a different measure, the odds ratio, as
the measure of effect in case—control studies. There are many variations on the
types of studies presented in this chapter and advanced methods of analyzing
study data that are beyond the scope of this textbook, but with this introduction
you likely will be able to understand many scientific journal articles and media
reports based on these articles. The epidemiological methods and caveats pre-
sented in this chapter will make you a more informed consumer and a more
prepared professional, if you plan to go into a health-related career. If you are
watchful, you will see epidemiology everywhere.
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1. Do you think these cohorts continue to have important biological and risk
information to provide regarding our current exposures to X-rays (for
example, the thymus cohorts described in the Rochester Radiation Cohort

discussion)? Keep in mind that we still use medical X-rays (annual mammo-

grams, as an example), but the dose now used is quite a bit smaller.

2. For each of the following study descriptions, identify the type of study design

used.

Ecological study
Case—control study

Cross-sectional study

Randomized trial

Cohort study

Community trial

a. Aresearch team is interested in whether warfarin (a medication to prevent
blood from clotting) reduces the risk of stroke. They ask warfarin’s manu-
facturer for the number of annual warfarin prescriptions in the United
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States from 1990 to 2000 and use data from death certificates to assess the
numbers of deaths due to stroke in the United States during the same time
period. The resulting graph showed that the number of annual warfarin
prescriptions increased in the United States from 1990 to 2000 and stroke
mortality in the United States declined from 1990 to 2000.

b. A group of researchers is interested in quantifying the relationship between
smoking and throat cancer, and they also hope to identify other risk factors
for throat cancer. They design a study of 375 people sampled in the fol-
lowing way: 125 people who have been diagnosed with throat cancer and

250 people who have not been diagnosed with throat cancer were selected

from hospital records. Among other exposures, these individuals were

asked about their smoking history.

c. In 1747, James Lind conducted a study to evaluate several treatments for
scurvy aboard a ship named the Salisbury. To find the most effective treat-
ment for the disease, he chose twelve sailors with scurvy who were as

similar as possible and divided them at random into six groups of two. He

gave cach pair of sailors a different treatment and followed them over

several days to assess whether the sailors’ conditions improved.

3. We design a study to investigate whether heavy alcohol consumption during

college is related to mental health diagnoses later in life. We recruit one
hundred college students who drink heavily and one hundred college students
who do not drink heavily, follow them over twenty years, and look at incident

mental health problems. Among heavy alcohol drinkers, twenty-two report

mental health diagnoses after twenty years, and among the non-heavy drinker

group, seventeen later report mental health diagnoses.

a. What is the study design used in this example?

b. What is the correct measure of association between heavy alcohol con-

sumption during college and mental health diagnoses later in life?

4. In a study of tuna consumption and mercury poisoning, we find that as people

consume more canned tuna, the likelihood they have mercury poisoning

increases:

Average Servings Diagnosed No Mercury Relative Risk

of Canned Tuna Mercury Poisoning (RR) for Mercury

per Week Poisoning (n) (n) Poisoning

0 1 5,150 1.0 (Reference
group)

1-2 3 5,240

3-5 5 5,100

>5 16 5,120




a. This provides evidence for which aspect of causal inference?
b. Fill in the remaining relative risk measurements in the last column of the
table.

5. We are designing a study to quantify the risk of diabetes among people who
are obese (body mass index [BMI] > 30) compared to people who are neither
overweight nor obese (BMI < 25). Family history is known to be an important
risk factor for diabetes. What would we call family history in this study?

6. In a cohort study of regular physical activity and incident diabetes in older
adults, the researchers report the following data. Researchers used medical
records and baseline examinations to assure all study participants were free
of diabetes at the start of the study. Previous studies have found that regular
exercise among older adults is protective against diabetes.

Incident Diabetes No Incident Diabetes

Adults who meet physical 50 50
activity recommendations
Adults who do not meet physical 75 25

activity recommendations

a. Calculate the appropriate measure of association between regular physical
activity and incident diabetes in this study.

b. Interpret the measure of association you calculated in part (a).

c. Assess the five aspects of causal inference for this study using the informa-
tion provided.
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CHAPTER 6

BIOSTATISTICS

Babette A. Brumback, PhD

LEARNING OBJECTIVES

® Discover the field of biostatistics and learn about its history.

® Become familiar with two case studies involving biostatistical analyses of epidemio-
logical data.

® Recognize sources of bias in the collection and analysis of epidemiological data.

® Become familiar with a few basic descriptive statistical methods, both numerical and
graphical.

® learn basic statistical concepts such as probability, sample, population, simple
random sampling, statistic, sampling distribution, p values, confidence intervals, and
statistical significance.

® Interpret logistic regression analyses that adjust for confounding of an odds ratio.

® Apply what you have learned about biostatistics to the investigation of the two case
studies.

Biostatistics 1s the theoretical, methodological, and applied science of col-
lecting, organizing, summarizing, presenting, analyzing, and interpreting data
for the purpose of advancing health science and health policy (see Chapter 14
for more on health policy). Biostatistics has its beginnings as early as 1662, when
John Graunt investigated death records of London parishes in an attempt to
answer questions such as, What percentage of children die before six years of
age!"? In 1854, John Snow famously plotted households with deaths due to
cholera on a graph of the London water supply and then correctly interpreted
these data to claim a causal connection. The source of water predicted who died
of cholera (see more about this historical event in Chapter 1). The fields of bio-
statistics and statistics are very closely related, primarily differing in purpose. Both
experienced tremendous theoretical advances in the early twentieth century due
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to the pioneering efforts of K. Pearson, W. Gosset, R.A. Fisher, J. Neyman, and
E.S. Pearson. In the mid-twentieth century, the field of biostatistics began to
grow due to the new presence of biostatisticians at the U.S. National Institutes
of Health!”| training grants for young people to study biostatistics at universities,
and the inclusion of departments of biostatistics within schools of public health.
Today, biostatisticians routinely make use of ever more powerful computers and
statistical software to analyze large datasets that were, until recently, impossible
to handle. There continues to be a shortage of biostatisticians and job opportuni-
ties are many; a recent survey ranked mathematicians, actuaries, and statisticians
(including biostatisticians) as having the three best jobs in the country when
rated on stress, physical demands, hiring outlook, compensation, and work
environment!”.

In this chapter we will introduce you to biostatistics through two case studies
of biostatistical analyses of epidemiological data. Students are often drawn to
study biostatistics when they first need to analyze or interpret data in order to
address an intriguing and important scientific question. We will use the case
studies to describe sources of bias in collection and analysis of epidemiological
data, to illustrate some basic descriptive statistical methods, to introduce basic
biostatistical concepts, and to demonstrate the use of regression analysis to adjust
for one of the most important sources of bias, that of confounding (see Chapter
3 for more information about public health data).

Two Case Studies

One of the most important principles of biostatistics 1s the necessity of a clearly
posed scientific question to guide meaningful data collection and analysis.
Sometimes we are limited in our ability to address the question due to practical
constraints or barriers to data collection, such as ethical constraints preventing
us from forcing people to participate in observational studies or barring us from
undertaking some kinds of randomized clinical trials (see Chapter 5 for more
detail on study designs). Furthermore, health researchers and policy makers may
be limited by the biostatistical techniques familiar to them. Therefore, it is
common and desirable for public health researchers to develop a collaborative
relationship with biostatisticians, who make it their business to learn, research,
develop, and apply a large variety of statistical techniques appropriate for
health data. Additionally, biostatisticians will rank among the best critics of
published data analyses due to their highly trained analytical minds and their
constant exposure to a myriad of research designs and analytical strategies for
mvestigating a wide spectrum of health questions.



Case Study A

Does a Reduction in Sodium Intake Prevent Cardiovascular Disease?

In the February 6, 2009, issue of the New York Times, an op-ed article entitled “A
Pinch of Science,” written by a scientist named Michael Alderman!"!, questioned
a recent campaign by the New York City Department of Health and Mental
Hygiene “to persuade the makers of processed food to reduce its salt content by
more than 40 percent over the next 10 years.” Alderman argued that if such a
large reduction were actually achieved, people in the United States would be
consuming less sodium than people in most other developed countries and that
this might have unintended harmful consequences. He also pointed out that
although it is commonly presumed that increased salt intake raises blood pres-
sure, in some people there is no effect and in others blood pressure actually falls.
And although it is fairly well established that increased sodium intake increases
blood pressure on average, it is a matter of controversy whether reducing salt
intake will ultimately prevent heart attacks and strokes and thus improve health
or extend life".

We followed up on this article by researching the health literature for studies
on the connection between sodium intake and cardiovascular disease. In this
chapter, we will focus on three such studies: (1) an observational study by He
et al.l”? published in the Journal of the American Medical Association analyzing data
from participants enrolled from 1971 to 1975 in the first National Health and
Nutrition Examination Survey (NHANES) Epidemiologic Follow-Up Study; (2)
an observational study by Cohen et al.”! published in the American Journal of
Medicine analyzing data from participants enrolled from 1976 to 1980 in the
second NHANES cohort study (Alderman is a coauthor of this study); and (3) a
long-term follow-up study by Cook et al.””! published in the British Medical Journal
analyzing data from randomized clinical trial participants enrolled from 1987 to
1992 in the first and second Trial of Hypertension Prevention (TOHP).

The results are conflicting. The He study concludes that higher sodium
intake 13 associated with wmcreased risk of cardiovascular disease mortality in over-
weight persons. The Cohen study concludes that higher sodium intake is associ-
ated with decreased risk of cardiovascular disease mortality. The Cook study
concludes that higher sodium intake is associated with ncreased risk of cardiovas-
cular disease morbidity and mortality. Due to its position as the gold standard of
evidence-based research, the randomized clinical trial would typically weigh
heavily in health policy decisions such as the one undertaken by the New York
City Department of Health and Mental Hygiene. However, in the next section,
we will show that all three studies are prone to sources of bias common among
epidemiological studies, whether randomized or not. As described in Chapter 5,
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bias is a systematic difference in the results of a study from what in fact is

occurring!"”.

Case Study B

Does Treatment with Zidovudine Increase Short-Term CD4 Counts in a
Cohort of HIV-Positive Men?
Acquired immunodeficiency syndrome (AIDS) was first described in 1981; by
March 1983, the Centers for Disease Control and Prevention had received
reports of more than 1,200 cases, about 75 percent of which had occurred in
homosexual men. In mid-1983, the Multicenter AIDS Cohort Study (MACS)
was concelved to try to better understand the early course of disease, to explore
possible protective factors for infection by the human immunodeficiency virus
(HIV), and to formulate possible prevention and/or early therapy trials. Nearly
5,000 homosexual men from four cities (Los Angeles, Chicago, Baltimore/
Washington, D.C., and Pittsburgh) volunteered for semiannual interviews, physi-
cal examinations, and laboratory testing!""!. Zidovudine (also known as azido-
thymidine, or AZT) was one of the earliest therapies found in randomized clinical
trials to be somewhat efficacious in treating AIDS and in increasing CD#4 cell
counts, a marker of immune system health, in asymptomatic HIV infection!'*'?),
In 1991, an analysis of HIV-positive MACS participants showed that pre-AIDS
zidovudine was associated with a reduction in the rate of progression to AIDS!"*,
The MACS data are publicly available for a small fee and are subject to
no sharing restrictions (see www.statepi.jhsph.edu/macs/pdt.html for informa-
tion on obtaining the dataset). Participants were tested biannually over a period
of time. We obtained MACS data and restricted the cohort to 812 participants
who were positive for HIV as of visit number 9, who had never used zidovu-
dine, and who had valid CD4 count measurements for visits 9 and 10. Visit 9
occurred in or around 1988 and was selected because zidovudine had been
available for long enough that several study participants were starting to use it.
Visit 10 occurred approximately six months afterward. Ninety-nine of the par-
ticipants started zidovudine therapy between visits 9 and 10. In this chapter, we
use these data to answer the following question: did initiation of zidovudine
between visits 9 and 10 increase the odds of a CD4 count above 250 at visit 10?
To answer this question, we will dichotomize the participants, or split them
into two groups, according to whether their visit-10 CD4 count was greater
than 250 (CD4 outcome = 0) or less than 250 (CD4 outcome = 1). Later in the
chapter, we will show you how to use logistic regression to adjust for con-
founding bias in the analysis of whether zidovudine use reduces odds of a low
CD4 outcome.



Biases in Collecting and Analyzing Epidemiological Data

The collection and analysis of epidemiological data invariably introduces some
biases into the attempt to answer a scientific question. For example, in a random-
ized clinical trial, participants are typically not randomly selected from the popu-
lation of interest, but rather they are a convenience sample of people who will agree
to enroll and to sign an informed consent form. Furthermore, enrolled partici-
pants often do not follow the treatment protocol as written, and if the follow-up
time 1s lengthy, several will typically drop out of the study, rendering their out-
comes unobservable and unanalyzable. In this context alone, we already have
three examples of sources of bias in collecting epidemiological data. The first,
selection bias, is bias that results when the sampled participants are not a
representative probability sample of the population of interest. A probability
sample is one in which the chance of selecting any given subset of the popula-
tion 1s known. The simplest form of a probability sample is a simple random
sample, in which any subset of size # has an equal chance of being selected
from a population of size N. Intuitively, a simple random sample will be a rep-
resentative sample of the population because it does not increase the chance
that any one group will be included; for example, it is not over-representing older
people, or healthier people, or men. Researchers are often left with no option
but to use a convenience sample, which is not a probability sample, let alone a
representative sample. However, it is commonplace to assume that the theoretical
properties of biostatistical methods developed for simple random samples pertain
to the convenience sample. This assumption can be dangerous, and it is rarely
correct, but in some circumstances it may be a reasonable approximation. In
other circumstances, researchers might render conclusions about a hypotheti-
cal population, as if the convenience sample had been obtained from the
hypothetical population using a simple random sample. The problem with this
approach is that the researcher may not understand the nature of the hypotheti-
cal population very well at all. For example, the TOHP follow-up trial studied
participants in the two prior TOHP I and TOHP II clinical trials. As with most
clinical trials, these participants were partly selected based on the inclusion/
exclusion restrictions of the protocol (for example, age thirty to fifty-four, mean
diastolic blood pressure of 80-89 mm Hg without antihypertensive medication,
etc.) but also based on their willingness to enter the trial. Thus the hypothetical
population is defined not only by inclusion/exclusion restrictions but also by
willingness to enter the trial, a vague characteristic. Finally, because the partici-
pants are not a random sample of people who are willing to enter the trial but
rather a convenience sample of people who happened to successfully volunteer,
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the researchers may not have accounted for other characteristics of the group
of participants, such as their health status or their distance to clinic sites.

The second source of bias in the randomized clinical trial context is that of
measurement error; that is, some participants are documented to be follow-
ing the treatment protocol, but they are not, in fact, following it. For example,
a participant may have discontinued treatment after a short period due to
adverse side effects or may have switched to an alternative treatment. When
these participants are analyzed as if they were following the treatment protocol,
the analysis is biased due to measurement error. More generally, measurement
error ensues when a recorded measure is not completely correct. In case study
A, sodium intake for the two observational studies is measured using a self-
reported 24-hour recall questionnaire; however, the measurement is interpreted
to represent general level of sodium intake over a long period of time. Clearly,
this interpretation is incorrect, and thus the data on sodium intake are subject
to measurement error. Related to this, another known source of bias is called
recall bias, in which participants cannot correctly recall the answer to one or
more survey questions. Recall bias is a special case of measurement error, as 1s
interviewer bias, which is due to improper data collection methods used by
a survey interviewer, such as asking a question while displaying an obvious
opinion or prejudice as to the desirable answer. To avoid this bias, interviewers
should be trained well and have good communication skills.

The third source of bias that plagues many randomized clinical trials is bias
due to missing data. A participant in the trial will have missing outcome data
if he or she drops out of the study before the outcome is measured. Sporadic
missing data can also occur at any time in the study if the participant refuses to
answer a question (participants often refuse to answer questions about their
income for example), data on a participant are lost, or the participant is too sick
to attend a scheduled laboratory or clinical visit. Many standard methods of
statistical analysis simply ignore participants for whom some data are missing;
these methods are called complete-case analyses. In general, these methods
are biased, and assistance of a biostatistician should be sought in using more
advanced methods that attempt to adjust for bias due to missing data. For
example, suppose that the randomized trial is designed to compare a new treat-
ment to a standard treatment, and the health status outcome is more often
missing in people who were taking the new treatment because it had adverse
effects that caused them to be very ill and drop out of the study. Here, in a
complete-case analysis, the new treatment will appear to be better than it really
1s because the people excluded from the analysis in the new treatment group
would all have had poor outcomes. In this example, we can see that a complete-
case analysis effectively imposes selection bias by dropping some participants



from the sample. A biostatistician can aid in implementing statistical analyses
that adjust for this selection bias.

One important source of bias in observational studies that does not hamper
ordinary clinical trials is bias due to confounding. Confounding of an exposure
or treatment effect can occur when participants who happen to be exposed or
treated are not comparable with participants who happen to be unexposed or
untreated due to a fundamental difference that may also affect the outcome. In
case study A, the observational studies of sodium intake each began with a
nationally representative probability sample, because that is how NHANES is
(%], However, people in the sample are not randomized to various
dosages of sodium intake; rather, they have chosen to eat a given quantity of

conducted

salty foods to suit their taste or health beliefs. Therefore, the people on high-
sodium diets are not necessarily comparable to the people on low-sodium diets;
perhaps the study respondents on high-sodium diets tend to be predisposed to
cardiovascular disease for other reasons, whereas those on low sodium diets do
not have this tendency. In this case, sodium intake will appear to cause cardio-
vascular disease, even in the very circumstance in which it has no effect what-
soever. In case study B, there is likely to be what is often termed confounding
by indication; that is, participants on zidovudine are likely to be those who
were indicaled for it due to low CD4 counts, presence of opportunistic infections,
or other symptoms of HIV illness. Thus the health status of these individuals
tends to be compromised compared with those who do not take zidovudine. In
particular, the CD4 counts prior to zidovudine initiation will likely be lower in
the zidovudine group than in the control group. Therefore, CD4 counts just
subsequent to zidovudine initiation will likely be lower in the zidovudine group,
even if zidovudine itself has no effect. The bias in the simple, unadjusted com-
parison of CD4 counts across the zidovudine group and the control group (those
who did not initiate zidovudine between visits 9 and 10) thus causes zidovudine
to appear harmful, when, in fact, it may even be helpful. Later in the chapter,
we will use logistic regression to adjust for confounding of this comparison by
CD4 count at visit 9.

Confounding is considered to be such an insidious form of bias that random-
ized clinical trials are recognized as the gold standard for evidence-based
research, despite their own limitations, which we have only partly summarized
here; that is, methods for adjusting for confounding bias are considered to be
inadequate relative to the validity of results from randomized clinical trials.
Validity refers to a lack of bias in data or results!"”? ', This is because the
leftover confounding, or residual confounding, is seldom thought to be
readily apparent and hence is not amenable to further adjustment. In short,
consumers of health advice based on either observational studies or randomized
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clinical trials should be wary. In fact, one good reason for citizens to learn more
about biostatistics is to be able to read and understand the statistical methods
used for health study design and analysis, as well as their limitations due to
various sources of bias, including but not limited to those we have just described.
Citizens who are more informed about biostatistical methods will, arguably, be
better equipped to gauge relative health hazards and benefits and make better
personal choices (see more about health behavior in Chapter 11).

Health scientists plan to collect as much data as possible in their research
study design in order to adjust for various sources of bias. For example, data on
important confounders such as age, gender, and health status are necessary in
order to adjust for confounding bias due to these factors. When the data used
for bias adjustment are collected as part of the research study, the bias adjust-
ment is termed nternal adjustment. However, it is often impossible to collect all the
data that would be required for full bias adjustment. In these cases, knowledge
or opinions or data gathered outside of the research study can be used for external
bias adjustment. One method of external bias adjustment is that of a sensitivity
analysis, in which data pertaining to the bias are fabricated and the analysis
1s redone. Often, the sensitivity analysis is repeated for several different suspected
types of bias to investigate the sensitivity of results to various unmeasured sources
of bias. We will illustrate this method in the next section in the context of case
study A.

Basic

Descriptive Statistical Methods

In all data analyses, the first and most important step is to fully describe the data
collected. Data description can be numerical, such as presentation of frequen-
cies (numbers of people within certain categories), means (averages), or odds
ratios (refer back to Chapter 5 for a complete discussion), or graphical, such as
the histograms we will present for case study B. Data description can focus on
one measurement at a time, which is called a univariate description (because
a measurement is sometimes termed a variable), or on two measurements at a
time (bivariate description), or on many measurements at a time (multivari-
ate description).

We will illustrate some of the basic descriptive statistical methods for the two
case studies. For case study A, Table 6.1 presents descriptive statistics showing
some of the results of the sodium reduction TOHP follow-up study extracted
from Cook et al.”)] Table 6.2. Participants (3,126 people) were randomized into
one of two intervention groups: a treatment group (1,518 people) given an
intervention designed to reduce sodium intake and a control group (1,608
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Table 6.1 Descriptive Statistics for the TOHP Follow-up Study

I=1 (Treatment) I =0 (Control)
Disease (D) R=1 R=0 Response (R) R=1 R=0
D=1 88 ? D=1 112 ?
D=0 1,081 ? D=0 1,134 ?
Totals 1,169 349 1,246 362
Proportions 88/1,169 = 0.075 ? 112/1,246 = 0.090 ?

Table 6.2 Analytic 2 x 2 Table for TOHP Follow-up Study

Cardiovascular Event No Cardiovascular
or Death (D=1) Event or Death (D = 0)
Intervention (/=1) 88 (a) 1,081 (b)
Control (I = 0) 112 (¢) 1,134 (d)

people) designed for its participants to receive usual medical care. Several of
these participants were lost to follow-up, meaning that the outcome, or presence
of cardiovascular disease or mortality years later, was not obtained. The mea-
surements, often termed variables due to the algebraic notation, we will
concern ourselves with are intervention group (/=1 for treatment and /= 0 for
control); response (R = 1 for an outcome that was obtained and R = 0 for a
participant who was lost to follow-up); and the outcome, cardiovascular disease
or mortality (D = 1 for a responding participant with cardiovascular disease or
who died, and D = 0 for the other responding participants).

Table 6.1 presents multivariate descriptive statistics, focusing on the joint
relationship between the measurements 7, R, and D. From the table, we see that
the percentage of cardiovascular events in the treatment group is 7.5% versus
9.0% in the control group, if we focus only on the responders (those with R = 1).
Some further calculation shows us that the proportion responding is 1,169/
(349 + 1,169) = 0.77 in the treatment group and 1,246/(1,246 + 362) = 0.77 in
the control group. Thus the proportion responding is similar in the two groups.
If we assume that the nonresponders (those with R = 0) are similar to the respond-
ers in terms of their rates of cardiovascular events, then we would conclude that
those randomized to the treatment group had a lower cardiovascular event rate
than those randomized to the control group and that the intervention to reduce
sodium intake appears to prevent cardiovascular disease. The odds ratio is 0.82,
which quantifies the preventive effect of the treatment, the amount by which
the intervention reduces the odds of the outcome.
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Table 6.3 Sensitivity Analysis in Terms of Descriptive Statistics for
the TOHP Follow-up Study

I =1 (Treatment) I =0 (Control)
R=1
Disease (D) (Response (R)) R=0 R=1 R=0
D=1 88 49 D=1 112 9
D=0 1,081 300 D=0 1,134 353
Totals 1,169 349 1,246 362
Proportions 88/1,169 = 49/349 = 112/1,246 = 9/362 =
0.075 0.140 0.090 0.025
Overall 137/1,518 = 0.090 121/1,608 = 0.075

proportion

OR =ad/bc =(88+1,134)/(1,081%112) = 0.8242

However, it may be that the nonresponders are quite different from the
responders in terms of their rate of cardiovascular events. Thus the complete-
case analysis above (in which we used data only from responders or those with
complete data and ignored data from nonresponders) may be biased due to
missing data from the nonresponders. A simple sensitivity analysis depicted in
Table 6.3 shows that this bias could conceivably have had the effect of exactly
reversing the correct conclusion: we see that if the event rate in the nonresponders
in the treatment group were 49/349 = 0.14, and if in the nonresponders it were
9/362 = 0.025, then the comparison of the overall event rate in the treatment
group would then be 9% and in the control group 7.5%. The odds ratio would
then be 1.22, the reciprocal of the previous result. It is the responsibility of the
scientists to design and present results of plausible sensitivity analyses, but not
everyone has the same vision of what is plausible or not. If a scientist thought it
plausible that 14% of the nonresponders in the treatment group had an event
whereas only 2.5% of the nonresponders in the control group had such an event,
then that scientist would think it plausible that the treatment appears to harm
patients in terms of causing cardiovascular disease.

Perhaps the largest source of bias in the TOHP follow-up study is measure-
ment error. Participants in the treatment group were taught to reduce sodium
intake, but it is unknown whether they maintained such a diet over the several
years of the follow-up period. Furthermore, some participants in the control
group may have reduced the sodium in their own diets. Possibly just being in
the study, coupled with news and medical advice on sodium intake, would



prompt participants to change their diets. Thus, analyzing participants according
to Intervention group may give a biased impression of the effect of a reduction
of sodium intake on cardiovascular outcome due to measurement error. It is the
responsibility of the scientists reporting the study results to discuss the plausible
direction of this bias.

Case study B gives us another opportunity to illustrate basic descriptive
statistics in action. Previously, we mentioned the possibility that study partici-
pants who were on the HIV treatment zidovudine had lower CD4 counts at the
pretreatment visit (sometimes called the baseline visit) than those not on zido-
vudine. The histograms displayed in Figure 6.1 confirm this. A histogram,
which is similar to a bar chart, portrays the distribution of measurements within

FIGURE 6.1 Histograms of Baseline CD4 Count in the Non-
Zidovudine Group (Top) and in the Zidovudine Group (Bottom)
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the sample. Each bar represents the frequency of sampled participants within
each range (shown in Figure 6.1) of the measurements. We observe that there
are ten bars between 0 and 500; thus, each range is of size 50. We see, for
example, that of those who do not initiate zidovudine between visits 9 and 10,
over 60 people have CD4 counts between 450 and 500 at visit 9, whereas of
those who do initiate the treatment, fewer than 5 have CD4 counts between 450
and 500 at baseline. To account for there being more persons not on zidovudine
than on zidovudine, we could instead present relative frequencies on the y axis
rather than frequencies; that is, we could divide the frequencies by the total
number of people in each group. However, the histograms we have drawn show
us clearly that in the zidovudine group the bulk of the sampled people have CD4
counts below 500, whereas in the not-on-zidovudine group a sizeable proportion
have CD4 counts above 500. Thus, as we anticipated, there is confounding by
indication in this case study.

The histogram is helpful and conveys a lot of information at once, but
sometimes a numerical description is helpful as well. It is typical to accompany
a histogram with a five-number summary, which conveys the quintiles
of the distribution. The five quintiles list the five percentiles: Oth percentile
(also known as the minimum), 25th percentile, 50th percentile (also known
as the median), 75th percentile, and 100th percentile (also known as the
maximum.) Recall that the 25th percentile is the measurement below which
25% of the sample has scored, and so forth for the other percentiles. For the
group that is not on zidovudine, the five-number summary is 3, 343, 474, 675,
and 1,771; thus half of that group have baseline CD4 counts lower than 474.
For the group that is on zidovudine, the five-number summary is 12, 174, 245,
358, and 781; thus half of that group have baseline CD4 counts lower than
245—further confirmation that the measurements are lower in the group on
zidovudine.

Other descriptive statistics that are useful for our example are the sample
means and proportions or percentages. About 12% of the entire group is in the
subgroup on zidovudine versus about 88% not on zidovudine. The sample mean
baseline CD4 count, the average for the study participants, is 273 for the sub-
group on zidovudine and 529 for the subgroup not on zidovudine. We see that
the sample means convey information similar to that which the sample medians
reported previously. We also notice that the sample means are higher than the
sample medians. This is due to the shape of the histograms: the histograms are
not bell-shaped (also referred to as normal) curves, but rather have a longer tail
to the right. These higher measurements in the right-hand tails cause the means
to be higher than the medians.



Basic Biostatistical Concepts

We have already encountered some basic biostatistical concepts in our discussion
of the two case study examples and in our discussion of various forms of bias.
Some formal definitions can be helpful, however. For example, probability
quantifies chance on a scale from 0 to I, with 0 indicating no chance and 1
indicating certainty. A probability 1s thus a proportion, and it can be thought of
as representing the long-run relative frequency of a chance event. For example,
the probability of heads on a fair coin toss is 0.5; this means that if we repeatedly
toss the coin in an independent fashion (so that one toss is not related to the
next), the proportion of heads (the number of times the coin shows heads divided
by the number of tosses) will tend toward 0.5 or 50%. Probability is sometimes
called risk; for example, perhaps the risk for members of a certain population
developing cardiovascular disease within a defined period of time is 9%. That
1s, if we take a random member of that population, there is a 9% probability
that he or she will develop cardiovascular disease. If we sample more and more
members of that population at random, the proportion developing cardiovascu-
lar disease will tend toward 0.09.

The goal of applied statistics can be descriptive, as we saw in the previous
section, in which we used numerical and graphical techniques to describe the
sample, or inferential, meaning that we use a random sample to draw conclu-
sions, or make inferences about, an entire population. For example, suppose
that, in case study A, the TOHP study responders represented a simple random
sample of the general population of the United States. In that case, one might
draw the conclusion that the effect of treatment to encourage sodium intake
reduction would decrease the risk of cardiovascular disease and mortality during
the follow-up time period from 9% to 7.5% wn the United States population and not
just in the sampled study participants. Thus we would use the study sample to
draw an inference about the entire United States population. The sample pro-
portions 0.09 and 0.075 are known as statistics. A statistic is simply a quantity
computable from the data collected on the sample. When the sample is a prob-
ability sample, in other words, a random sample, any statistic computed from
the data would vary from one possible sample to another.

For example, in one sample, the risk of cardiovascular disease in untreated
individuals might be 9.0%, but in another sample it may be 9.4%, and in yet
another, 8.8%. Similarly, the odds ratio we observed in the sample of responders
was 0.82 (indicating protection or prevention effect). In another sample, it might
be 0.74 and in yet another, 0.99. The variability of a statistic (for example, the
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odds ratio) is known as its sampling variability. Sampling variability refers
to the spread of the distribution of the statistic for repeated samples, that is, the
spread of its sampling distribution. In the case of the TOPH study, 1,169
U.S. residents were randomized to the treatment and 1,246 randomized to the
control group. In those particular residents, in other words, in our sample,
the odds ratio was 0.82. One summary of the spread of the sampling distribution
for this statistic 1s a 95% confidence interval. A 95% confidence interval is a
random interval, computed based on the random sample, which has a 95%
probability of including the population odds ratio. The population odds ratio
1s the odds ratio we would compute if we had randomized the entire U.S. popula-
tion to the two intervention groups. It is a single, nonrandom, number. The 95%
confidence interval for our population odds ratio is (0.62, 1.10). All the values
of the population odds ratio within this confidence interval are considered plau-
sible; thus, the population odds ratio might plausibly be greater than 1, or less
than 1. The data from the study are not conclusive for deciding whether the
treatment prevents or causes cardiovascular disease.

Sometimes we are interested in testing a statistical hypothesis, such as: the
population odds ratio is equal to 1, meaning that there is no association in
the population between the intervention and the cardiovascular outcome. The
result of such a test is summarized by what is known as a p value. A p value is
the probability that the sample statistic will be as far or farther away from the
hypothesized value on repeated sampling. In our example, the p value is 0.19.
The sample statistic odds ratio is 0.82, which is somewhat far from 1 (or 1.0,
meaning the groups are equally likely to have the outcome). However, there is
a 19% chance that repeated sample statistics would be as far away from 1. The
measure of distance in this case is not simple: we actually measure the distance
from 0.82 to 1.0 on a log-transformed scale. Thus there is a 19% chance that
repeated sample statistics would be either below 0.82 or above 1.22; these two
numbers are not symmetric about 1.0 due to the log-transformed scale. A
common threshold for deciding whether to reject the hypothesis is 5%; thus p
values below 5% would lead us to reject the hypothesis and conclude that the
population odds ratio is not equal to 1. A frustrating feature of hypothesis testing
1s that one cannot ever conclude that the hypothesis is true: we are only allowed
to conclude that it is false or that it may or may not be true. In our example,
the p value of 19% is greater than the threshold of 5%, thus we cannot
reject the hypothesis. We are left in a state of limbo and uncertainty. We cannot
say for certain that the hypothesis is true, that is, that the true odds ratio is 1,
because the 95% confidence interval tells us that numbers between 0.62 and
1.10 are all plausible. Were the p value, instead, less than 5%, we would be able
to conclude that the odds ratio of 0.82 was statistically significant. This



would mean that it is not less than 1 due to chance, that is, due to random
sampling, and that we can conclude that the population odds ratio is indeed less
than 1. However, because our p value 1s 19%, we can only conclude that the
odds ratio of 0.82 is not statistically significant and that it may be less than 1 due to
chance variability.

Using Regression Analysis to Adjust for Confounding

The investigators in the TOHP study in case study A did not stop with the odds
ratio of 0.82 and the p value of 19%. Instead, they used regression to adjust the
measure of effect for precision variables such as age, race, and gender. Because
the intervention was a randomized trial, we would conclude there is not a large
amount of confounding. However, the risk of a cardiovascular event in the
control group might vary across age, race, and/or gender groups. This leads to
excess sampling variability, which can be reduced using regression analysis to
adjust for precision variables. When the TOHP investigators adjusted for preci-
sion variables, they found that treatment was statistically significantly associated
with reduced incidence of cardiovascular disease outcomes.

Another reason to use regression analysis is to adjust for confounding vari-
ables. In observational studies, such as case studies A and B, it is necessary to
adjust for confounding bias when reporting a treatment effect because the treat-
ment has not been randomized. In case study A, some of the confounding
variables adjusted for were age, race, sex, baseline blood pressure, and body
mass index (a measure of obesity). Note that the same variable, age, can be
treated as a precision variable in one study but as a confounding variable in
another.

In this section, we will use logistic regression analysis with case study B to
adjust for confounding by indication of the odds ratio, which measures the asso-
ciation between zidovudine and CD4 count at visit 10. We will consider only
one confounding variable, CD4 count at visit 9, because it is arguably the most
important confounder in this analysis.

A logistic regression model is a statistical model of the form:

log[P(E,C)/(1-P(E,C))|=a+BE+yC (1)

where, in our example, P(E,() is the probability of the outcome event under the
conditions of £ and C, £ is a dichotomized exposure or treatment of interest
(E=1 for treatment, &= 0 otherwise), and ('is a confounder (such as CD4 count
at visit 9.) One can also use the model without C, as
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log[P(E)/(1- P(E))]= 0o+ OE ©)

In model (2), the coefficient 8 can be shown to represent the log odds ratio
for the association between Eand the outcome, because for E=1, o0+ 0=log[ 1)/
(1 = A1))] is the odds of the outcome given exposure, and for £= 0, o. = log[A0)/
(1 = P0))] is the odds of the outcome given no exposure. Simple algebra
yields 8 = log[A(1)/(1 — A1))] — log[0)/(1 — A0))], and thus 0 is the log odds
ratio. Hence, a logistic regression model such as (2) can be used to calculate
odds ratios.

A logistic regression model such as (1) can be used to calculate the odds ratio
for the association between E and the outcome for individuals with the
same value of (. That is, suppose we consider only individuals with a CD4
count of, say, (= £ (k could equal 200, 500, or some other fixed value) at visit
9. Then again, simple algebra yields that the coefficient B = log[P1,k)/
(1 = P(1,k)] —log[P0,k)/(1 — P0,k))], and thus [ is also a log odds ratio, but for
individuals with the same value of . We can thus use model (1) to adjust
for confounding bias by computing not the overall odds ratio exp(0) (often
termed the crude odds ratio because it is unadjusted), but the adjusted
odds ratio exp(3), which controls for confounding bias by gauging the associa-
tion between £ and the outcome for individuals with the same value of
the confounder. The idea is to measure the effect of £ on the outcome, all else
being equal.

We used the free Centers for Disease Control and Prevention software Epi
Info, downloadable at www.cdc.gov/epiinfo/, to conduct logistic regression
analyses using the MACS data. Recall that the outcome event is a GD4 count
at visit 10 that is less than 250, and the exposure, or treatment, is zidovudine
use between visits 9 and 10 (£ =1 for zidovudine use, £ = 0 for no zidovudine
use). For model (2), we estimated the crude odds ratio exp(0) at 5.10 with a 95%
confidence interval of (3.28, 7.96). The p value is less than 0.0001. Hence, the
crude odds ratio is statistically significant, and we can conclude that the popula-
tion crude odds ratio is greater than 1, indicating that zidovudine use between
visits 9 and 10 is associated with a CD4 count below 250 at visit 10.

Could zidovudine use be causing CD4 counts at subsequent visits to be
below 250? Possibly. Or perhaps our estimate suffers from confounding bias.
Thus we next used model (1) and estimated the adjusted odds ratio exp(P) at
0.95, with a 95% confidence interval of (0.52, 1.75). The p value is 0.88. Hence
the adjusted odds ratio is not statistically significant, and we cannot conclude
that the population adjusted odds ratio is less than 1. However, we also cannot
conclude that the population adjusted odds ratio is greater than 1, and so



our adjusted analysis leads us to believe that zidovudine use is not necessarily
causing subsequent CD4 counts to be below 250. Rather, our initial result was
confounded.

Revisiting the Two Case Studies

You may have noticed that for each of the case studies, our answer to the sci-
entific question is we still do not know. Further research is necessary to discover
the answers, if in fact they are discoverable. It is possible that, due to logistics
such as measurement error of sodium intake and the long duration of the
required follow-up period, we will never know the answer to the question in case
study A. For case study B, clinical trials and larger observational studies have
documented that zidovudine use does in fact increase CD4 counts!'>'*'l. Our
adjusted analysis estimated the odds ratio at 0.95, which represents an associa-
tion of zidovudine use with subsequent CD4 counts above 250, but it was not
statistically significant. Perhaps if we had a larger sample, we would have
observed a statistically significant result. It is a fact of biostatistics that ever larger
samples tend to lead to statistical significance, eventually. Given this fact, it
is important to judge not only whether a result is statistically significant but
whether it is practically significant. Is an odds ratio of 0.95 practically significant,
when compared with an odds ratio of 1.0? That depends on subject matter
considerations; it is not strictly speaking a biostatistical question. It is also a
difficult question because an odds ratio of 0.95 might represent the change
in risks from 0.20 to 0.21, or from 0.020 to 0.021, for example. The former
change may or may not be thought to have practical significance, depending
on the severity of the disease, but the latter is unlikely to have practical signifi-
cance. Issues in causal inference, adding to statistical inference, are discussed in
Chapter 5.

Nevertheless, without knowledge of biostatistics, you would not be able to
make much sense of the scientific health evidence presented for either of our two
questions. Some investigations return an answer of yes, others no, and still others
we do not know, but nearly all investigations rely on biostatistics.

Summary

This chapter has introduced you to the exciting field of biostatistics and demon-
strated its relevance to research and policy in the health sciences by way of two
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case studies. We have taught you to begin to recognize various forms of bias in
epidemiological data analysis because bias is the primary threat to the validity
of epidemiological conclusions. Bias may arise because of the way a sample
1s selected; selection bias results when the sampled participants are not a repre-
sentative probability sample of the population of interest. We discussed different
types of samples, including convenience and simple random samples. Measure-
ment error can lead to bias, for example, when study participants are incorrectly
classified as being exposed when they did not follow the treatment protocol.
Recall bias and interviewer bias are also types of measurement error that can
lead to inaccurate conclusions. We have introduced you to some basic descrip-
tive statistical techniques, including numerical descriptions using frequencies
(numbers of people within certain categories), means (averages), or odds ratios
(the odds of an outcome in the exposed group compared to the unexposed
group), and graphical presentations using histograms (for case study B). We also
covered some basic biostatistical concepts. We discussed the concept of probabil-
ity, the proportion (ranging from 0 to 1) that represents the relative frequency
of a chance event, which is sometimes called risk. We also described the meaning
and use of confidence intervals and p values related to odds ratios. Finally, we
have given you a quick tutorial on the use of regression analysis to adjust for
confounding bias. Regression analysis provides an odds ratio to measure the
effect of an exposure on the outcome of interest. Odds ratios may be crude
measures or they may be adjusted for confounding variables.

The field of biostatistics is quite broad, and we have only begun to introduce
you to it. There are so many biostatistical methods in common use, and still
others being invented all the time, that a full study of biostatistics can take longer
than one lifetime. We hope this chapter will lead you to an appreciation of
the field of biostatistics and a desire for more understanding of and proficiency
with the biostatistical tools that are used by virtually all researchers and policy
makers in the health sciences. Who knows, perhaps one day you will become a

biostatistician!
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1. Describe sources of bias that can hinder the interpretation of randomized

clinical trials.

2. Describe sources of bias that can hinder the interpretation of observational

studies.

3. If you read the two medical articles associated with the observational studies

of case study A, you find that both studies began with representative random

samples of the U.S. population. However, the Cohen et al.’ study excluded
2,096 out of 9,250 (23%) participants due to medical and other reasons,
whereas He et al.” excluded 4,922 out of 14,407 (34%) participants. Do you
think this differential exclusion rate might have caused selection bias? Could
it possibly account for the discrepancy in study results (which go in opposite

directions)?

4. Reconstruct the missing data in Table 6.1 to redo Table 6.3 such that the
overall proportions are equal to 0.09 in each of the intervention groups.

5. Referring to Figure 6.1, which group has a higher proportion of people with
baseline CD4 counts greater than 1,000: the group on zidovudine or the

group not on zidovudine?

6. When using biostatistics for the purpose of inference, do we make inferences

from the population to the sample or from the sample to the population?

Discuss.



m PUBLIC HEALTH FOUNDATIONS: CONCEPTS AND PRACTICES

7.

Download Epi Info and the MACS dataset (the MACS dataset is available
at this textbook’s Web site) and conduct the two logistic regression analyses
for yourself. Do you get the same answers?
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CHAPTER 7

PHARMACOEPIDEMIOLOGY

Almut G. Winterstein, PhD

LEARNING OBJECTIVES

® Outline the development of drug safety and pharmacoepidemiological research in
the United States.

® Describe key areas of inquiry in pharmacoepidemiology.

® Explain key methodological challenges, including sample size requirements for the
discovery of rare drug effects, exposure definition and misclassification, determination
of proximity, and confounding.

This chapter will describe the use of epidemiology in assessing and under-
standing the effects of pharmaceutical drugs on human health. Many of the study
designs and methods described in previous chapters can be used in the field of
pharmacoepidemiology, but there are also unique challenges and terminology
to learn. This chapter will begin with a more complete description of the field,
followed by a brief history of pharmacoepidemiology, including the role of the
Food and Drug Administration and the drug approval process in the United
States. We will then discuss the core areas of discovery in pharmacoepidemiol-
ogy. The chapter will conclude with a brief introduction of some of the key
methodological challenges in pharmacoepidemiology.

What Is Pharmacoepidemiology?

Pharmacoepidemiology has been defined as the application of epidemiologi-
cal reasoning, methods, and knowledge to the study of the uses and effects
of drugs in human populations!. Evaluating causal relationships between
exposure (drugs) and outcomes (clinical or other effects on human well-being) is
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grounded in pharmacology. Pharmacology in turn encompasses two disciplines,
pharmacokinetics, the science of how drugs are absorbed, distributed,
metabolized, and excreted by the body (what the body does to the drug), and
pharmacodynamics, how drugs act through receptors or other mechanisms
in the body (what the drug does to the body)®. Both scientific disciplines are
needed to predict and explain how drugs have positive or negative effects on
patient health. Although some or most of these effects are explained in preclinical
and small-scale clinical trials prior to drug approval, a substantial body of evi-
dence accumulates after a drug has been approved and is used by larger popula-
tions with more diverse characteristics and under less controlled conditions. The
exploration of these effects, the population-based evaluation of drug effects, is the
core area of discovery in pharmacoepidemiology. Because population-based
evaluation studies take place in real life, with health care providers and patients
making decisions about drug use or nonuse rather than following a stringent
study protocol, pharmacoepidemiology offers some of the greatest methodologi-
cal challenges in clinical research. However, its ability to ascertain information
on drug effects in millions of people positions it as an indispensable discipline in
clinical science.

History of Pharmacoepidemiology

Pharmacoepidemiology evolved with the increasing concern about adverse drug
effects. Today it is inconceivable that in the past drugs were marketed without
proof of efficacy or safety. Visit a pharmacy museum and you will discover heroin
cough syrup or digoxin (a medication for heart failure that can be lethal if not
dosed very carefully) tablets sold over-the-counter, illustrating the lack of regula-
tion at the beginning of the twentieth century. Concerns manifested when, in
the 1930s, a druggist sold a cough syrup with the active ingredient, sulfanilamide,
accidentally dissolved in glycol (anti-freeze), killing more than one hundred
people’. The Federal Food, Drug, and Cosmetic Act of 1938, requiring preclini-
cal (animal) toxicity testing, was introduced shortly thereafter.

It took several decades until the next great regulatory step toward drug safety
and efficacy was made, the Kefauver-Harris Amendment. This amendment
was preceded by several drug disasters, including the discovery of chloramphenicol-
induced blood dyscrasias (abnormalities) and the detrimental birth defects caused
by thalidomide, a drug that had been praised as a mild and harmless sleep
agent.” (For a great review of the thalidomide case see also Seidman and col-
leagues!”l.) The Kefauver-Harris Amendment not only strengthened the require-
ments for premarketing safety studies but also asked for proof of efficacy before
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a drug can be marketed in the United States. Some of the key events in the
twentieth century that characterize the evolution of drug safety are as follows:

® 1906: Pure Food and Drug Act
e 1937: Sulfanilamide disaster
e 1938: Food, Drug, and Cosmetic Act

® 1952: American Medical Association (AMA) Council on Pharmacy and
Chemistry first registry of adverse drug effects (ADE)

e 1960: Food and Drug Administration (FDA) hospital-based ADE reporting
system ( Johns Hopkins, Boston Collaborative Drug Surveillance Program,
and Shands at University of Florida)

e 1961: Thalidomide disaster (not marketed in United States)

e 1962: Kefauver-Harris Amendment to Food, Drug, and Cosmetic Act

The last three decades of the twentieth century were characterized by
increasing data on adverse drug events, some with severe consequences and
impact on large populations. Examples include subacute myelo-optic neuropa-
thy (SMON) caused, presumably, by clioquinol, which was marketed for mild
diarrhea; clear cell adenocarcinoma in females who were exposed to diethylstil-
bestrol in utero (before birth); and blood dyscrasia caused by phenylbuta-
zone”l. The increase in adverse drug events was a result of the increasing
variety and use of medications as well as a continuously improving surveillance
system that was better at detecting patterns and establishing linkages between
adverse outcomes and drug exposures. The 1970s and 1980s saw the first
population-based safety studies, predominantly based on retrospective analysis
of Medicaid claims data. This field has expanded tremendously during the early
twenty-first century, not only in the number of individuals that are represented
in such data but also in the breadth and depth of data that can be accessed
electronically.

Drug Approval and Safety Systems

The United States drug approval process governed by the current version of the
Food, Drug and Cosmetic Act largely follows the original requirements estab-
lished by the Kefauver-Harris Amendment and is divided into several phases.
The first is a preclinical phase in which efficacy and safety are established
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FIGURE 7.1 The Food and Drug Administration (FDA) Drug
Development Process

Basic grotptype Preclinical Clinical Development ek g
Research esign or Development Phase1 Phase2 Phase3 eI
Discovery Approval

in animal models. Next, there are three clinical phases (i.e., conducted in
humans). The first includes studies in healthy volunteers (phase 1); the second
includes a small number of patients (usually less than one hundred) with the

disease, symptom, or risk factor the medication is supposed to treat or prevent
(phase 2); and the third clinical phase includes a larger number of patients (about
one hundred to one thousand) with the condition of interest (phase 3). Acceptable
data on preclinical and clinical phases suggesting a greater benefit than harm
are required before a drug is approved by the Food and Drug Administration
(FDA)®!. All of these studies are considered premarketing, meaning that they
occurred before a drug was approved by the FDA and allowed to be marketed
to the general public. Later we will discuss postmarketing studies, those
studies conducted once a drug is FDA-approved and publicly available.

The drug development and approval process depicted in Figure 7.1 is exem-
plified by the following timeline!”. Paclitaxel, a core treatment for ovarian
cancer, was isolated from the Pacific yew tree in 1971. In 1977 preclinical studies
were started to explore potential antineoplastic (anti-cancer) effects, resulting in
an investigational new drug (IND) application to the FDA in 1983. An
IND application is the formal request for authorization to use an investigational
drug in humans. Phase | studies began in 1984, followed by phase 2 in 1986,
and phase 3 studies in 1990. Finally, the new drug application (NDA), the
vehicle through which drug sponsors formally propose that the FDA approve a
new drug for sale and marketing in the United States, was submitted in July
1992 and approved by the FDA in December of the same year. More than
twenty years passed between the discovery of the chemical substance and the
appearance of the approved drug on the market. Fast approval tracks are avail-
able in special circumstances such as the development of medications for the
treatment of AIDS.

It is important to note that the number of patients who have been exposed
to a new drug before it is approved has not exceeded a few thousand. In addi-
tion, these patients are commonly healthier than the broad population who may
use the drug after approval. Shortcomings of premarketing studies, including
those just stated, are that subjects:
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® are too few (small study samples);

® are too healthy (free of comorbidities, and subjects have only the disease the
drug is supposed to treat);

® have no concomitant use of medications (to avoid interactions with the study
drug)

e are too middle-aged (children and elderly patients who may be more frail are
not enrolled);

® are too controlled (drug use and patient health is monitored closely as part of
trial protocol); and

® are too narrowly defined (patients are recruited by a few study centers, have
little sociodemographic diversity).

The focus on a very narrowly defined, well-controlled, and quite homog-
enous patient sample is scientifically warranted because it allows estimation of
the best drug effect under ideal conditions, the drug efficacy. It is therefore not
surprising that side effects often are not detected; they might be rare (not detect-
able in the small samples of premarketing studies) or manifest only in certain
predisposed patients who were not included in the clinical trials. If safety con-
cerns arise during the premarketing trials that do not warrant that a beneficial
agent be withheld from the public but should be investigated further, the FDA
can require postmarketing studies (phase 4 studies). Approval is then contingent
upon completion of such studies by the manufacturer within a defined time
period (but the drug can be sold and marketed before the study is completed).
Unfortunately, the FDA used to have no regulatory power to act if phase 4
studies were not completed, which has resulted in many delays and heavy debate
in recent years!'”. The Food and Drug Administration Amendment Act (FDAAA)
has established some ability to enforce the requirements for phase 4 studies, but
the effect of this change remains to be seen.

In contrast to premarketing studies, which are typically designed as random-
ized trials, phase 4 studies can be randomized or observational (see Chapter 5
for details about study design). For example, it would be ethically impossible to
recruit and randomize pregnant women to explore potential teratogenic (causing
birth defects) effects of a new drug. However, some pregnant women will be
intentionally or unintentionally exposed to a new drug in real life, and drug
effects can then be studied with retrospective observational designs.

Even if phase 4 studies are not required, the FDA will ask the manufacturer
to establish an active surveillance system to monitor side effects after a new drug
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1s marketed. This system draws on spontaneous reports of side effects by patients
or health care providers either to the manufacturer or directly to the FDA.
Although spontaneous reports cannot establish causality between the drug and
a suspected side effect (each report is a single case study), they can provide
important signals that can be evaluated in subsequent studies. The effectiveness
of spontaneous reporting systems is, of course, dependent on individuals’ ability
to recognize relationships between drugs and patient signs or symptoms and the
realization that these should be reported. The vigilance of a physician in New
Zealand who observed similarities between birth defects of the offspring of
several of his patients and noticed the commonality in exposure to thalidomide
accelerated the withdrawal of thalidomide through his case report, but many
other drug safety problems have gone unnoticed or unreported.

In summary, the U.S. regulatory mechanisms used to ascertain drug safety
information are the following:

e preclinical trials
e premarketing clinical trials (phases 1-3)
e postmarketing studies (phase 4)

® spontaneous reporting

This brief review may already demonstrate that the current drug approval
and vigilance system is not optimal to ensure that drugs are safe. In fact, between
1975 and 2000 a total of nineteen drugs were withdrawn from the market
because of safety problems that had been unknown or considered minor at the
time of approvall'l.

The most large-scale safety problem in the history of drugs, the withdrawal
of rofecoxib (Vioxx®) in 2005, occurred after the increased risk of cardiac events
was discovered by chance!'”. Rofecoxib, a pain medication, had been approved
without requirement for phase 4 studies. Although the premarketing studies
suggested mild increases in blood pressure among patients taking rofecoxib,
effects had been considered negligible. No alert was published by the FDA indi-
cating a large number of spontaneous reports of cardiac side effects after approval.
Concern arose from a postmarketing clinical study that had been designed by
the manufacturer to prove the superiority of rofecoxib over traditional painkillers
in terms of reduced gastrointestinal side effects. Analysis of cardiac events in
the two comparison groups suggested a larger risk for myocardial infarction
(heart attack) in patients exposed to rofecoxib when compared to naproxen
(e.g., Aleve®, manufactured by Bayer Healthcare). Subsequent retrospective
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for Myocardial Infarction or Sudden Cardiac Death
in Patients Exposed to Rofecoxib or Ibuprofen
to Remote Use of Pain Medications

167

Unadjusted Odds

Adjusted Odds

Cases Controls Ratio (95% CI) Ratio (95% CI) p
Remote use 4,658 18,720 1.00 1.00
Ibuprofen 670 2,573  1.07 (0.98-1.18)  1.06 (0.96-1.17) 0.27
Rofecoxib 68 196  1.39 (1.05-1.83)  1.34 (0.98-1.82) 0.066
(all doses)
Rofecoxib 58 188 1.23 (0.92-1.66) 1.23 (0.89-1.71) 0.21
<25mg
Rofecoxib 10 8 5.03(1.98-12.76) 3.00 (1.09-8.31) 0.03
>25mg

Cl, confidence interval; p, probability.
Source: Reference 14.

observational studies and the early termination of a long-term study evaluating
potential benefit of rofecoxib in preventing certain types of colon cancer con-
firmed the concern and resulted in drug withdrawal. Thus, the detection of this
safety problem occurred by accident (because the manufacturer was motivated
by potential marketing advantages) and not as part of an effective safety surveil-
lance mechanism surrounding new medications. Observational studies were
further able to clarify the concern in a very expeditious manner because phar-
macoepidemiologists used retrospective data from a large population, allowing
immediate investigation of tens of thousands of exposed patients (Table 7.1)!"".

Core Areas of Discovery in Pharmacoepidemiology

The shortcomings of the drug approval and postmarketing surveillance system
identified above explain the need for phase 4 population-based studies and thus
the position of pharmacoepidemiology in clinical science. If you have followed
the previous paragraphs, you will be able to identify drug safety studies as the
core area of discovery in pharmacoepidemiology. Pharmacoepidemiological
phase 4 studies can address whether drugs have different effects in subpopula-
tions or how drug effects are altered when used concomitantly with other medi-
cations. They can also investigate whether drugs have additional positive effects,
which can lead to applications to the FDA for additional indications. In addition
to real-life drug safety, two additional areas of inquiry are equally important,
effectiveness studies and drug utilization studies.
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The term ¢ffectiveness is used to distinguish the real-life drug effect from effi-
cacy, the drug effect that has been quantified under controlled conditions and
that often describes the most optimal effect that can be expected. At the time
of approval, it is not clear whether drug efficacy is generalizable to the whole
population who ends up using a certain medication.

Effectiveness can be estimated against a placebo, a biologically inactive
substance, but because effectiveness is usually determined in observational
studies, comparators including other medications, other treatment options, or
no therapy are mostly used. Effectiveness studies compare health outcomes in
patients who used a certain medication to health outcomes in patients with
the same indication who did not use the medication (not because of the study
protocol but because physicians, patients, or other factors determined exposure).
An indication is a condition that makes a certain treatment or procedure advis-
able. For example, a research team at the University of IFlorida evaluated the
effectiveness of palivizumab, a monoclonal antibody with FDA approval for the
prevention of certain respiratory viral infections in infants. The drug had shown
variable efficacy in different clinical trial populations, leaving questions about its
overall effectiveness in real life and specifics on factors that modify efficacy. The
need for monthly physician office visits to administer injections raised further
questions regarding whether patients would adhere to such a schedule and
how nonadherence would affect drug benefit. Thus we compared infection rates
in children with and without palivizumab use, considering that the decision
to prescribe or receive the prophylactic medication may very well be related
to a higher background risk for infections (see discussion on confounding
below).

One type of effectiveness evaluation that is currently heavily promoted is
comparative effectiveness research. The goal of comparative effectiveness
research is not the quantification of a drug effect (drug versus no drug) but
rather the comparison of two treatment options against each other (drug versus
drug). In identifying the best treatment option, comparative effectiveness research
fills another gap left unanswered by premarketing studies, which are usually
placebo-controlled: whether a new drug is truly superior to an established treat-
ment. Several benefits arise from this information: first, common belief that
“newer 1s better” can be balanced against solid evidence. Second, the fact that
a medication with years of marketing history has an mnevitably more complete
safety profile than a newly approved medication can be considered in light
of potential treatment benefits (or lack thereof). And finally, the incremental
health gain associated with the superior medication can be compared to the
incremental cost (i.e., the difference in cost of the two treatment options) for
cost-effective decision making (see Chapter 15 on issues of health care cost in
the United States).
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Comparative effectiveness studies have a counterpart in comparative

safety studies in which the safety of two treatment options is compared.
Although safety studies are commonly understood to support a decision to
remove a medication from the market, milder safety concerns that do not justify
withdrawal are also relevant. For example, research had suggested that serious
cardiac side effects of short-term use of central nervous system stimulants for the
treatment of attention deficit/hyperactivity disorder (ADHD) seem to be rare,
but many questions such as consequences of long-term use or safety in pre-
disposed populations (with increased cardiac risk) remained unanswered.
Consequently, pharmacoepidemiologists designed a study to compare the risk
for milder cardiac symptoms in users of the two most prevalent stimulants,
methylphenidate and amphetamines!'”.

Drug utilization studies, finally, quantify use of certain medications over
time, place, or in certain populations. They may also evaluate what factors
determine what, or even if, pharmacological treatment is initiated, switched, or
discontinued. For example, interest in pediatric psychopharmacotherapy resulted
in several research questions about use of central nervous system stimulants, a
drug class including, for example, methylphenidate (Ritalin, manufactured by
Novartis) for ADHD. The data show changes in the use and initiation of stimu-
lants during 1995 to 2005, indicating a continuing (and perhaps alarming)
growth!"”, Researchers also described patient and provider characteristics that
influenced the initiation of stimulants in newly diagnosed children and evaluated
how similar factors were related to early treatment discontinuation. For example,
youths in rural areas tended to be more likely to receive drug therapy than those
in urban areas, even if adjusted for the complexity or severity of disease!'”.
Although these findings do not directly deliver clinical information about drug
action, they reveal potential disparities or problems in clinical care.

Methodological Challenges in Pharmacoepidemiology

This book has introduced challenges in observational research in Chapter 5, and
all these challenges are important in pharmacoepidemiology, as well. Four key
challenges are briefly discussed below in the context of pharmacoepidemiological
studies:

1. Sample size and data requirements to detect rare drug effects
2. Data ascertainment and definition of drug exposure and misclassification
3. Determination of proximity

4. Confounding
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Sample Size Requirements for the Discovery of Rare Drug Effects

Because pharmacoepidemiology has a strong safety focus, the ability to discover
rare drug effects is one of the key challenges in respective studies. Not consider-
ing ethical or economic constraints, some safety issues cannot be addressed by
experimental designs because of simple sample size limitations. For example, in
investigating the risk for cardiac sudden death in stimulant users and considering
the low baseline risk for such an outcome in an adolescent population, we esti-
mated that one would need approximately two million person-years of follow-up
to detect a doubling in risk. One could argue that effects of such rare frequency
do not warrant further study or changes in clinical care, but thresholds for serious
effects such as death are debatable.

There is to this author’s knowledge no prospective study of any drug safety
concern that has actively collected data for a sample of such a size. Only retro-
spective analysis of data collected for clinical or administrative purposes will
provide such access, and even these sources have limitations. This is the major
explanation for why pharmacoepidemiological study units are centered around
large health databases, either in countries with centralized health care systems
or third-party payers with good electronic record systems. Active pharmacoepi-
demiological research units located in Europe and Canada use, for example,
National Health Service (NHS) data or the General Practitioner Research
Database (GPRD) in the United Kingdom or the Saskatchewan provincial
national health care database in Canada. In the United States, academic centers
use health care payment data such as Medicaid or Medicare part D claims or
group model health maintenance organization (HMO) claims and electronic
medical records such as Kaiser Permanente or Group Health of Puget Sound.

Definition of Drug Exposure and Misclassification

The Kaiser Family Foundation reports that a total of 3.6 billion prescription
drugs were filled in U.S. pharmacies in 2008!""). These drugs can be categorized
in pharmacological classes, doses, and dosage forms, each with a different phar-
macological profile and ten-digit code, the National Drug Code (NDC) main-
tained by the FDA. There are a number of drug references that offer classification
systems that assign each NDC code to broader pharmacological or chemical
classes, but careful review of such approaches is important. Some drugs may
have multiple indications and appear in multiple categories, and other drugs are
combined products with multiple ingredients. To complicate matters, exposure
1s typically not one-dimensional (yes/no). Drug use can be interrupted, drugs
can be switched or discontinued, or several drugs can be used concurrently.
Concurrent use of multiple drugs can in turn have synergistic therapeutic effects,
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meaning that the drug effects can be potentiated when used concomitantly, or
drug combinations can increase the risk of side effects. Finally, common methods
to ascertain information on exposure are flawed. Prescribing records don’t reflect
whether patients truly filled their prescriptions, pharmacy dispensing records
don’t consider whether patients administered their medication, and patient
report may not be reliable.

Tailure to properly define exposure can result in severe bias. For example,
misclassification of patients as being exposed to the study medication who in
reality decided not to take the medication will result in a study medication group
that 1s composed of a mix of exposed and unexposed subjects. Thus outcomes
in this pseudo-exposed group and the unexposed group will start to look more
similar, and the estimate of drug effects will be biased toward the null hypothesis
(no effect). Comprehensive ascertainment and validation of exposure informa-
tion, careful definition of exposed periods, and consideration in design or analysis
when exposure is interrupted or discontinued are therefore critical.

Determination of Proximity

The challenges described above can be potentiated when the pharmacological
mechanism of a drug effect is not completely clear. Establishment of a causal
association between exposure and outcomes requires a temporal relationship, in
other words, that exposure comes first and the effect develops thereafter (see also
Chapter 5). Another important criterion for causality is proximity, which means
that the outcome has to occur soon enough after exposure. Thereafier defines a
time frame that is long enough for the effect of exposure to develop and short
enough for the exposure effect to last. In terms of study design, thereafter defines
the length of follow-up time that needs to be chosen to determine a certain drug
effect. For example, if a drug effect takes some time to manifest, a follow-up time
that is too short will not capture the drug effect and will produce a biased result.
Understanding of the pharmacological mechanism to quantify such a latent or
induction period is critical. Likewise, if a drug effect is not permanent, a follow-up
time that extends beyond the manifestation period of this drug effect may erro-
neously find no difference between the exposed and unexposed group. Flexible
analysis and study designs such as survival analysis, in which the hazard for a
certain outcome can be plotted over time, are superior in these circumstances,
but a good understanding of the pharmacological mechanism should drive any
decisions about the follow-up period.

For example, aminoglycoside antibiotics are known to cause renal problems.
Manifestation of renal problems does not happen immediately but rather
over a period of several days. (Even if the medication was discontinued in the
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meantime, adverse renal effects can be observed after several days). Thus studies
aimed at assessing the degree of renal damage caused by aminoglycosides that
do not allow sufficient follow-up time for manifestation will underestimate the
risk. On the other hand, renal problems are typically fully reversible when ami-
noglycosides are discontinued. Thus, studies that evaluate renal status after a
time period that is too removed from the time of exposure will underestimate
the problem as well.

Confounding

Confounding represents a significant bias for most observational studies, but
it presents a particularly complex challenge in pharmacoepidemiology. Con-
founding describes a circumstance in which the exposed and unexposed groups
show differences in a certain characteristic that is also a direct risk factor for the
outcome of interest. Figure 7.2 denotes the relationship between the confounder,
exposure, and outcome. Note that there is an association (not necessarily causal)
between the confounder and exposure and a causal association between the
confounder and the outcome. In terms of pharmacoepidemiology, prescribers
or patients choose to use a certain drug for a certain reason, and this reason may
very well be directly related to the outcome and thus advantage or disadvantage
the exposed when compared to the unexposed. Three specific types of confound-
ing are common and difficult to address in pharmacoepidemiology: confounding
by indication, confounding by severity, and confounding by time.

Confounding by Indication
Confounding by indication describes a situation in which a drug is chosen
based on a patient’s predisposition for the outcome of interest. A common

FIGURE 7.2 Causal or Not Causal Relationships in Confounding

Indirect Association
(not causal)

Association / Direct Disease Risk
(causal or Factor (causal)

not causal)
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example is the effect of COX-2 inhibitors, a newer class of pain killers with a
lower rate of gastrointestinal (GI) side effects compared to traditional pain killers
in terms of gastric ulcers or hemorrhage. Because prescribers know about the
superiority of COX-2 inhibitors related to GI side effects, they prefer these over
traditional pain killers in patients with a history of GI problems. Thus patients
at higher risk for recurrent GI problems will be more likely to receive COX-2
inhibitors, and direct (unadjusted) comparisons with traditional pain killers will
bias the results, that is, the GI “protective” effect of COX-2 inhibitors may be
entirely masked.

Confounding by Severity

Confounding by severity also describes a situation in which a patient will
preferably use a medication due to a certain risk that is a direct risk factor for
the outcome. In this scenario, the confounder is the severity of the disease the
drug is supposed to treat. A common example is when a new drug is perceived
as superior to the traditional treatment and is used in circumstances for which
the traditional treatment option failed to produce the desired result. This will
result in sicker patients in the new drug group when compared to the traditional
drug group, a significant disadvantage for the new drug that will lead to biased
results.

Confounding by Time

Similar to confounding by severity, confounding by time is linked to changes
in the underlying disease and the preference for certain treatments. It describes
a scenario in which disease progression (or the treatment effect) over time results
in preferential drug use. The comparison groups may be well balanced at the
beginning of the study, but differential treatment effects may result in treatment
adjustments or changes. If this happens, these treatment changes are directly
related to the effects of the initial treatment and adjustments for confounding
become extremely difficult. In fact, traditional methods such as multivariate
models cannot be used to adjust for this type of confounding. An example is the
practical response (in terms of treatment choices) in blood pressure control.
Typically, a patient will be started on a single blood pressure medication, and
the treatment regimen will be modified based on the response. If the blood pres-
sure is not controlled, treatment will be changed. Even if the initial choice of the
blood pressure treatment were completely at random, the response to treatment
and the subsequent medication choices are not. More difficult to control patients
will end up with more effective, higher doses, or multiple drugs, resulting in
time-modified confounding.
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Summary

Pharmacoepidemiology contributes a critical piece of evidence regarding the use
and effects of medications. The increasing focus on drug safety and comparative
effectiveness has amplified the need for phase 4 studies and the position of phar-
macoepidemiology within drug research. The complexity of drug use poses
unique challenges resulting in a wide array of methodological approaches that
have been developed, in part, specifically for pharmacoepidemiological research.
Sound understanding of both the pharmacology of drug action as well as under-
standing of sociobehavioral and clinical parameters surrounding prescriber and
patient decisions are needed to disentangle drug effects from confounders and
other biases.

Key Terms
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comparative effectiveness drug utilization studies, 167  pharmacoepidemiology,
research, 168 effectiveness studies, 167 161
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169 (IND) application, 164 postmarketing, 164
confounding by indication, K efauver-Harris preclinical phase, 163
172 Amendment, 162 premarketing, 164
confounding by severity, new drug application
173 (NDA), 164

Review Questions

1. Describe the various approaches that are in place to govern drug safety in
the United States.

2. What are the shortcomings of phase 1 to 3 clinical trials to identify drug safety
problems?

3. Consider a study that bases ascertainment of drug exposure on physician
records of prescriptions. It is unclear whether patients decided to fill these
prescriptions, and even if they did fill them, whether they decided to take the
medication. Thus patients who are identified as being exposed to the medica-
tion may in fact be unexposed. How does such a misclassification affect the
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internal study validity, and if it does introduce bias, how does it change the
results?

4. Consider an observational study that compares the effectiveness of a new drug
marketed to treat heart failure against the traditionally used treatment
regimen. Because the new drug has to be given intravenously, physicians have
continued to use the traditional regimen but have started to use the new drug
in patients with extremely severe forms of heart failure. What challenges does
this scenario pose?

5. Explain how you would determine the follow-up time needed to ascertain
whether chronic exposure to antipsychotic medications increases the risk for
cardiac events.
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CHAPTER 8

INFECTIOUS DISEASE
EPIDEMIOLOGY

Cindy Prins, PhD, MPH, CIC

LEARNING OBJECTIVES

Identify the steps involved in investigating an infectious disease outbreak.
Describe different types of vaccines.
Name several diseases that can be prevented by vaccination.

°
°
°
® Recognize the factors that can contribute to emerging infections.

Infectious disease epidemiology focuses on the distribution, spread, and
control of infectious diseases. These may include diseases such as smallpox,
which can be traced back to 1200-1000 years BC, and more recent emerging
infections such as avian influenza. This chapter will describe the history of infec-
tious disease epidemiology, introduce methods used to investigate and mitigate
infectious disease outbreaks, explain vaccination and vaccine-preventable dis-
eases, and outline efforts to eradicate certain infectious diseases. As described in
Chapter 1, modern nations such as the United States have undergone a transi-
tion such that chronic diseases are more common than infectious diseases.
However, infectious diseases still account for a substantial amount of the effort
expended in public health, and they predominate in developing nations.

History of Infectious Disease Epidemiology

In Chapters 1 and 4, the story of John Snow, considered to be the father of
modern epidemiology, was presented. But infectious disease epidemiology dates
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back much further than London’s cholera outbreak of 1854 that Snow mapped.
The Greek physician Hippocrates, who lived from 460 BC to 377 BC, described
symptoms of disease and categorized infectious disease occurrences as endemic
(always present within a population) or epidemic (not always present within a
population, but occasionally affecting a large part of the population). In the mid-
sixteenth century, the Italian scientist Girolamo Fracastoro proposed that infec-
tious diseases were caused by particles that spread through the air or from person
to person, either directly or through contaminated surfaces. Fracastoro likely did
not understand that the particles he referred to were actually microbes, minute
living organisms, and it was not until over one hundred years later that the Dutch
scientist Antoine Van Leeuwenhoek was able to use microscopes to see microbes.
Louis Pasteur, a French scientist, demonstrated that microbes were abundant in
the environment and proposed that microbes could be the cause of infectious
diseases. In the late nineteenth century, German microbiologist Robert Koch
proved this connection between microbes and infectious diseases. Koch hypoth-
esized that if a microbe was responsible for a certain disease, then we should be
able to isolate the microbe from the diseased individual, grow it in the labora-
tory, and then use it to infect a healthy individual. The microbe should then
cause the same disease in that healthy individual and be reisolated from that
individual. This theory was proven and came to be known as Koch’s postu-
lates (Figure 8.1). Numerous other people, both scientists and nonscientists,
made crucial contributions throughout history to the understanding and preven-
tion of infectious diseases. Early infectious disease epidemiology has given way
to modern methods of determining how to recognize, control, and ultimately
prevent outbreaks of infectious diseases.

Infectious Disease Epidemiology Methods

Chapters 4 and 5 introduced methods of epidemiological investigation and study
design. Infectious disease epidemiology uses most of the same methods as other
types of epidemiology, but there are some terms and techniques that are specific
to the investigation of infectious diseases. In infectious disease epidemiology, a
case 1s defined as a person who has clinical signs of an infection. The case may
show outward physical signs of infection such as fever, cough, and diarrhea, or
may have laboratory results that indicate infection despite the absence of symp-
toms (also called an inapparent infection). An outbreak of infectious disease
occurs when the number of actual cases is higher than the number of expected
cases. The actual and expected number of cases may be determined by using data
obtained from government agencies, hospitals, school records, syndromic surveil-
lance systems, or even by determining whether sales of antibiotics or over-the-
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FIGURE 8.1 Koch’s Postulates

(a) Microorganisms are observed
in a sick animal.

(b) Organisms are cultivated
- in the lab.

(c) The organisms are injected
(d) The animal develops

into a healthy animal.
‘ - the disease.

(e) The organisms are observed

in the sick animal. A

(f) The organisms are
reisolated in the lab.

counter remedies have increased. Chapter 3 describes surveillance data systems
in more detail. The calculation of an attack rate is valuable when determining
the severity of an outbreak. The formula for calculating the attack rate is

Number of cases
Attack rate =

number of susceptible people



m PUBLIC HEALTH FOUNDATIONS: CONCEPTS AND PRACTICES

It is important to count only susceptible people in the denominator, because
people who have been vaccinated against a disease or who were not exposed to
the disease will not get it. If those people are included in the denominator, then
a lower attack rate will be calculated and the outbreak may not be detected.
Once it has been established that an outbreak has occurred, it is crucial to iden-
tify people who may have come into contact with an infected person. This is
done through a process known as contact tracing, which allows epidemiolo-
gists to fully investigate and describe the outbreak and to intervene to stop the
spread of infection. In the chain of infection (Iigure 8.2), it is necessary to
have a source of the infection, a host for the infection, and a method for carrying
the infection from the source to the host. Sources of infection may include
other people who are infected; animals or insects known as vectors, which carry
the organism; and an inanimate source such as food or the environment. A host
is any being that is capable of being infected with the organism that carries the
disease. The specific methods of getting the infection from the source to the host
vary widely among microbes, but there are three general methods for linking a
source and a host. One is contact transmission, which is either direct or
indirect. Direct contact occurs when the source touches the host and transmits
infection. Indirect contact occurs when the source touches an object that then
comes into contact with the host. Another method of transmission is airborne
transmission, in which the source releases the microbe into the air, usually
by breathing, coughing, or spitting, and the host comes in contact with it. A
vector, described above, usually transmits infection by biting the host.

FIGURE 8.2 Diagram of the Chain of Infection

| Methods of Transmission |

Once it has been established that an outbreak is occurring, it must be
described with regard to person, place, and time. These methods of descriptive
epidemiology are also discussed in Chapter 5. A description of person would
include demographics such as sex, age, and any other characteristics relevant
to the investigation. A description of place may make use of a map to determine
the geographical area in which the outbreak is occurring or describe the type of
place, for example, a day care center or classrooms in a school. An epidemic
can be described in terms of time by creating an epidemic curve (Figure 8.3).
This is a graph of the number of infections per unit of time and can be used to
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FIGURE 8.3 Epidemic Curves lllustrating a Point Source Outbreak,
a Common Source Outbreak, and a Propagated Outbreak
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determine whether all the cases were exposed to a single source at a single time
(a point source), whether the cases were exposed to a single source over a
period of time (a continuous source), and whether the spread of the infection
1s from person to person (propagated). The elements of time in an epidemic
also might include looking at what season is involved (for example, some viruses
are more common in fall and winter) or other temporal clues.

Throughout the investigation of an infectious disease outbreak, efforts should
be made to control the spread of the disease and to prevent the outbreak from
occurring in the future. This effort may be aided by the development and evalu-
ation of a hypothesis, or testable theory of the source of the outbreak. The
final step of an investigation of an infectious disease outbreak is often overlooked
but is crucial to the prevention of future outbreaks from similar sources or
situations. This step is to report the findings of the investigation and to share
those findings with any groups that may be affected by the results of the
Investigation.

Today’s scientific advances prevent many of the infectious disease outbreaks
that have taken place over the past several hundred years. One major advance
1s the practice of vaccination.

Vaccines and Vaccine-Preventable Diseases

Vaccination is a process that takes advantage of the body’s ability to recognize
and attack foreign materials inside it and to create a memory of the method of
attack, thereby recognizing the foreign object again in the future. When a bac-
terium or a virus invades the body, antibodies are produced that may specifically
recognize the invading microbe. The next time the body encounters that microbe
it can destroy it quickly and thus prevent the person from developing an infec-
tion. For example, most people who have had chickenpox only develop the
disease once. They may be exposed to the disease again, and the virus may enter
their bodies, but the antibodies that developed during the first infection prevent
the virus from copying itself enough to cause a second bout of chickenpox.
Vaccination works in a similar way, except the process prevents a person from
developing the initial disease.

Types of Vaccines

There are several types of vaccines that can be categorized by the form of the
bacterium or virus used in them. A live vaccine, such as the smallpox vaccine,
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contains a live (infectious) microbe that is similar enough to the disease-causing
microbe that it allows the body to later recognize the disease microbe as foreign
but not cause disease in the person vaccinated. A live attenuated vaccine
also uses an infectious microbe, but in this case the microbe has been altered in
the laboratory to allow the immune system to recognize it as foreign but to
prevent it from causing the disease during vaccination. Examples of live attenu-
ated vaccines are the intranasal (sprayed in the nose) influenza vaccine; the
measles, mumps, and rubella vaccine (MMR); the chickenpox vaccine; and the
oral poliovirus vaccine.

Another type of vaccine is the inactivated vaccine. In this case, the
disease-causing organism is not infectious, but enough of the organism is present
in the vaccine to elicit an immune response. Examples of inactivated vaccines
are the intramuscular influenza vaccine (administered into the arm muscle),
hepatitis A and B vaccines, the human papillomavirus (HPV) vaccine, the rabies
vaccine, and the tetanus vaccine. I'inally, there are component vaccines,
which are made up of only the parts of the microbe that the immune system will
react to. Examples of component vaccines are the pneumococcal vaccine, the
meningococcal vaccine, and the Haemophilus influenzae type B vaccine.

Side Effects and Fear of Vaccination

Vaccines have played a major role in the reduction of infectious diseases and
the increase in the health of the population, but sometimes they can have side
effects. Careful testing of the vaccine before licensing and diligent screening of
the individual being vaccinated can reduce the likelihood of adverse vaccine-
related events. All potential human vaccines must first be tested in a laboratory
setting in a process called preclinical evaluation. The vaccine is then tested on
volunteers during the clinical evaluation, which includes three phases of clinical
trials to determine whether the vaccine is safe and effective. Finally, the safety
and effectiveness data are assessed by the Food and Drug Administration
(IFDA). The FDA makes the final decision regarding whether the vaccine will
be approved, how it should be used, and who should receive it. In general,
people who are allergic to any of the vaccine components are advised not to
get that vaccine. FFor example, the influenza vaccine is produced using chicken
eggs, so 1f a person has a severe egg allergy, he or she should not receive the
vaccine. Some vaccines are contraindicated for people with weakened immune
systems, particularly those vaccines made with live virus, such as the oral polio
vaccine.

Despite the low occurrence of serious postvaccination events there has been
a trend 1n recent years to be more fearful of vaccination than the risk warrants



m PUBLIC HEALTH FOUNDATIONS: CONCEPTS AND PRACTICES

and to avoid vaccination altogether. Vaccination is protective for a community
in part because when most of the people in the community are vaccinated, the
organism has much less of a chance of being carried to and infecting those in
the community who are not immune. This concept is known as herd immu-
nity or community immunity, and it allows the entire community to be
protected from a disease. If numerous people within a community refuse vac-
cination, then there is a much higher likelihood that an outbreak will occur
among the nonvaccinated members. Clusters of measles and mumps outbreaks
have been reported in recent years stemming from the refusal by some parents
to allow their children to receive the MMR vaccine because of perceived risk of
the child developing autism after vaccination!"l. This association has been studied,
and several publications conclude that there is no link between the MMR
vaccine and increasing rates of autism, but fear of the vaccine persists'”.
Vaccination has been credited with saving millions of lives, and it is likely that
the success of vaccination in preventing disease contributes to the reluctance of
some people to be vaccinated. The current perception that the vaccine is more
harmful than the illness itself may arise from present-day experience: people
have not seen nor experienced the dangers and side effects of infection from
these vaccine-preventable diseases. Over the past fifty years, vaccines have
reduced the number of illnesses and deaths due to measles, mumps, rubella,
polio, tetanus, pertussis, and scores of other infections. The specific example
of the reduction in polio cases in the United States relative to the availability of
vaccines appears in Figure 8.4.

FIGURE 8.4 Cases of Polio before and after Introduction
of the Inactivated and Live Oral Polio Vaccines,
United States 1950-2007
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Disease Eradication

Vaccination has also been responsible for the elimination of one illness com-
pletely. The story of the eradication of smallpox demonstrates the power of
vaccination over a virus that existed for thousands of years.

Smallpox Infection

Smallpox, a discase caused by Variola virus, is transmitted through respiratory
secretions and contact with the virus. After an incubation period, the time
between exposure to the virus and the appearance of symptoms, of seven to
seventeen days, the infected person develops fever, headache, malaise, and
aches. This is known as the prodromal stage of the illness and lasts approxi-
mately two days. After this, a rash develops in the mouth and throat and then
spreads to the face, arms, and legs. The rash then moves to the hands and feet
and the torso. Finally, the rash changes to fluid-filled vesicles, which contain
virus, that scab over after about two weeks (Figure 8.5). The infected person is

FIGURE 8.5 Smallpox Pustules on a Child

Source: CDC Public Health Image Library.
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contagious until all of the scabs have fallen off. The development of the vesicles
and scabs usually results in scarring on the person’s skin, which visibly distin-
guishes them as a smallpox survivor.

History of Smallpox

Reliable written accounts of smallpox infection exist from at least the fourth
century AD, but there is evidence that the disease was present well before that
time. Several Egyptian mummies dating back to 1200-1100 BC have been noted
to have lesions consistent with smallpox infection, and the disease is believed to
have been the cause of their deaths!*. By the fifth century AD, smallpox epidem-
ics occurred in Asia, India, and Europe. In Africa, smallpox devastated com-
munities that had never been affected by the disease before it was brought in by
ships supplying European settlements in the fifteenth century. In turn, settlers
from Europe and slave ships from Africa brought the disease to colonial America.
Although some colonists had already been infected with smallpox and developed
immunity to the disease, the Native American population of North America was
not immune and was devastated by smallpox. Colonists sometimes took advan-
tage of the susceptibility of the Native American population and helped to spread
the disease among them. There is speculation that in the eighteenth century
smallpox was used as a bioweapon against the Native American population by
giving them blankets inoculated with the virus®. It would be impossible to
account for the full number of deaths caused by smallpox worldwide throughout
history, but regional epidemics provide a picture of the ability of the disease to
devastate populations. In London there were 36,000 deaths attributable to small-
pox from 1780 to 1800 In Quebec City, Canada, an outbreak at the start of
the eighteenth century is believed to have killed 25 percent of the population.
By the late eighteenth century, smallpox is believed to have killed approximately
400,000 people in Europe yearly. Notable deaths due to smallpox include
Ramses V of Egypt in 1157 BC,, Queen Mary II of England in 1694, and King
Louis XV of France in 1774.

Control of Smallpox Infection

One of the early methods used to protect against naturally acquired smallpox
infections was the practice of variolation (also referred to as inoculation).
This practice can be traced to China in 1000 AD and likely also took place in
India around the same time. Variolation involved inoculating variola virus from
the smallpox scabs of one person into the skin or nose of a nonimmune person.
This usually resulted in a less severe smallpox infection with less scarring and a
lower mortality rate than naturally acquired smallpox, but still left the person
with immunity against the smallpox virus. The practice of variolation spread
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from India to Asia to Central Europe. In Turkey, Lady Mary Wortey Montague,
a British aristocrat living in Constantinople with her ambassador husband and
two children, adopted the practice of variolation”. In 1715, Lady Montague
became infected with smallpox; her brother had died from the disease at the age
of twenty. Determined to protect her children from smallpox, Lady Montague
had her five-year-old son inoculated against smallpox in Turkey. The family
returned to London in 1721, where she had her daughter inoculated in the pres-
ence of notable physicians. This action is credited with promoting the wide
adoption of variolation in England in the eighteenth century, and the practice
then spread to the British colonies in North America. Despite the success of
variolation, the practice did have some drawbacks. The mortality rate for vari-
olation was about 0.5 percent to 2 percent, which is lower than the 30 percent
mortality rate for naturally acquired smallpox but still high enough to discourage
some people from the practice. In addition, variolation of the skin carried a risk
of bacterial infection from the incision that was made to introduce the virus into
the system, and often people who underwent variolation had a mild illness that
allowed them to remain mobile and then spread the disease to others who were
not immune. In the late eighteenth century, thanks to the observations of British
physician Edward Jenner who himself underwent variolation in 1756 as a boy,
the process of variolation began to be replaced with a safer method of protecting
people against smallpox called vaccination.

It was known 1in the British countryside at this time that milkmaids were
prone to an infection acquired from cows, called cowpox, which resulted in
lesions on the hands that resembled smallpox. In contrast to smallpox, cowpox
infection was minor, it did not spread from human to human, and it seemed to
protect the milkmaids against smallpox infection. Edward Jenner hypothesized
that variolation with cowpox virus would protect against infection with smallpox.
His opportunity to test this hypothesis came in 1796, when a milkmaid named
Sarah Nelmes developed cowpox virus. Jenner isolated the material in the pus-
tules on her hand and used it to inoculate eight-year old James Phipps, who had
never had smallpox disease or undergone variolation (Figure 8.6). When Phipps
was later variolated with smallpox virus, he did not develop the disease, support-
ing Jenner’s hypothesis that cowpox infection could protect against smallpox
infection. Jenner published his findings and named his protective method Variolae
vaccinae, deriving vaccinae from the Latin term for “cow,” vaca. The term vaccina-
tion, now widely used, arose from this practice.

Eradication of Smallpox
Jenner’s vaccination gained popularity and was used worldwide to protect against
smallpox infection. Originally, the virus was passed from person to person
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FIGURE 8.6 Artist’s Depiction of Edward Jenner Inoculating James
Phipps with Cowpox Virus Isolated from Sarah Nelmes’s Hand

Edward Jenner (1749-1823) Performing the First Vaccination Against Smallpox
in 1796, by Gaston Melingue (1840-1914). Used by permission from the
Bridgeman Art Library.

through vaccine chains consisting of unvaccinated people, sometimes orphans,
who were successively vaccinated to maintain the supply of virus. This arm-to-
arm vaccination method was used to transport vaccine throughout the world.
In the early twentieth century, vaccine production occurred in factories, and the
vaccine strain itself changed from cowpox virus to Vaccinia virus, a virus of
unknown origin that became the modern smallpox vaccine. Smallpox was eradi-
cated in North America by 1952 and in Europe by 1953. But in India and in
many African countries smallpox was still endemic. In 1959 it was proposed that
the World Health Organization (WHO) should undertake the smallpox eradica-
tion program with the goal of making it the first infectious disease to be eradi-
cated by humans. Smallpox was an excellent candidate for eradication because
the vaccine was highly effective in preventing disease and could survive without
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refrigeration, and vaccination left a scar as proof that a person was immune. In
addition, the smallpox virus does not mutate frequently, so repeated vaccination
was not necessary. Eradication efforts were hampered initially by lack of funding
and low interest in smallpox as a target disease for eradication. Eradication
efforts were stepped up in 1967, and the success of the program was supported
by an increase in vaccine production and better methods of vaccination. Less
than two hundred years after the discovery of Jenner’s smallpox vaccine, the last
naturally occurring smallpox infection was identified in a village in Somalia in
a man named Ali Maow Maalin (Figure 8.7) in 1977.

The final chapter in the eradication of smallpox was to be the destruction
of all smallpox laboratory strains, initially set to occur in 1993 and then delayed
until 1995, and then delayed again until 1999. After that time, perceived threat
of the use of smallpox as a bioterrorist weapon again caused a delay in destruc-
tion of virus stocks. As of 2010, smallpox is still being studied in laboratories and
debate continues on whether and when the virus stocks should be destroyed.

FIGURE 8.7 Ali Maow Maalin, the Last Person to Have
Naturally Acquired Smallpox

Source: CDC Public Health Image Library.
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Polio Eradication

The success of the global smallpox eradication program encouraged the eradica-
tion efforts of other viruses, including peliovirus (polio). Poliovirus causes
poliomyelitis, a disease with no symptoms (inapparent infection) in approxi-
mately 95 percent of those infected but can cause flaccid paralysis in about 1
percent of infected people”’. The virus is shed in the stool of infected people and
is transmitted through the fecal-oral route. It was first described by British
physician Michael Underwood in 1789 but was not a disease of major signifi-
cance until the early twentieth century. At its peak in the early 1950s poliovirus
was responsible for more than twenty-one thousand cases of paralysis in the
United States. In an unprecedented public campaign to support research to
develop a vaccine against poliovirus, the National Foundation for Infantile
Paralysis was established in 1938 (this organization is now known as the March
of Dimes). In 1955, Jonas Salk developed an oral polio vaccine that contained
live attenuated poliovirus. This was followed in 1963 by Albert Sabin’s inacti-
vated oral polio vaccine (Figure 8.8).

Both vaccines have been effective in vastly reducing the number of poliovirus
infections worldwide; the Western Hemisphere was declared free of polio in
1994, and Europe was declared free of polio in 2002, In other areas of the

FIGURE 8.8 A Child Receiving Oral Polio Vaccination

Source: CDC Public Health Image Library.
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world, poliovirus eradication has so far not been achieved. There is evidence

that people in different regions of the world respond differently to the oral polio
vaccine, the vaccine used most frequently in developing countries because it is
easy to transport and administer. In some countries multiple doses are required
to achieve immunity. Poliovirus still exists in nature as well, most likely in sewer
systems of developing countries. In 1988 a poliovirus eradication plan was initi-
ated by the WHO, United Nations Children’s Fund (UNICEF), and the Centers
for Disease Control and Prevention (CDC) with the initial goal of eradication of
poliovirus in nature by the year 2000. Unfortunately, this effort has proven to
be more difficult than anticipated. Recently, there have also been difficulties with
the vaccination program in Nigeria due to rumors that the virus contains HIV
and will reduce the fertility of the recipient”. Recent conflicts in African coun-
tries also have prevented vaccination programs from being carried out. However,
the goal of worldwide poliovirus eradication, while delayed, is still at the forefront
of worldwide disease control efforts.

Dracunculiasis Eradication

Smallpox and polio eradication efforts rely on vaccination to prevent disease,
but dracunculiasis, or guinea worm disease, is entirely preventable by non-
vaccine interventions. Guinea worm disease is contracted when a person drinks
stagnant water contaminated with the larvae of the guinea worm or walks unpro-
tected in infected waterways. The disease is caused by a parasite called
Dracunculiasis medinensis, which can invade the intestinal wall and migrate to the
body’s extremities (Figure 8.9).

The female guinea worms can grow up to 3 feet in length, and after ten to
fourteen months the infected person develops a blistered area on the skin where
the guinea worm will emerge. This painful area is soothed by immersion in
water, which triggers emergence of the guinea worm larvae into the water and
starts the cycle of infection again. Although infected people are generally not
symptomatic until shortly before emergence of the worm, the emergence itself
1s associated with pain and swelling. The worm emergence can often result in
secondary bacterial infection in the area that can incapacitate the infected person
for weeks or months. Infection with guinea worm does not produce any immu-
nity, so a person may be infected many times during his or her life. Although
descriptions of guinea worm disease are dreadful, the disease is actually easily
eradicated by simple interventions. The flea that carries the guinea worm larvae
is large enough that it may be filtered out of drinking water using an inexpensive
mesh or cloth filter. Water pumps also can also filter the water as it is being
dispensed so no further filtration is necessary after collecting the water. To help
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FIGURE 8.9 Dracunculiasis Life Cycle
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prevent the contamination of drinking water with guinea worm larvae, people
from whom the worm is emerging can practice controlled immersion, in which
they immerse the affected area in a bucket of water rather than in the source of
drinking water. These simple efforts have reduced the prevalence of guinea
worm from twenty countries in 1986 to only six countries in 2008.

Emerging and Reemerging Infectious Diseases

Despite the advances made in preventing and treating infectious diseases, emerg-
ing and reemerging pathogens create new challenges in fighting infections.
In 1981, the first cases of human immunodeficiency virus (HIV) and
acquired immune deficiency syndrome (AIDS) were described when a
cluster of rare lung infections in homosexual men was identified. This emergence
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and spread of HIV is one factor that has contributed to the reemergence of
tuberculosis (TB) in regions such as the United States. Rates of TB infection,
which had been in decline since 1953, began to increase steadily in 1986!'%.
Other factors contributing to the reemergence of TB are higher rates of immi-
gration of people from countries where TB is not well controlled and diminished
surveillance and recognition of the disease due to the history of declining rates.
TB is discussed in greater detail in Chapter 13.

TB is recognized as being a disease that has reemerged, but some infectious
diseases are emerging for the first time as a public health threat. In 2002, a new
form of a coronavirus emerged, causing a disease called severe acute respira-
tory syndrome (SARS)!"". Coronaviruses had been known previously to cause
disease in humans and other mammals, but the 2002 outbreak was unique due
to the new form of the virus, and the speed with which it spread resulted in a
pandemic. The first case of SARS was identified in China, but the virus, which
spread through respiratory and contact transmission, eventually infected people
in other parts of Asia and in Europe, North America, and South America.
During the SARS outbreak of 2003, over 8,000 people became infected with the
virus; 774 of those people died. The SARS outbreak was significant for the speed
with which it spread globally and the actions taken to prevent further spread of
infection. Modern air travel played a major role in transporting the virus from
the initial outbreak in China to other areas of the world. This outbreak saw the
rise of thermal scanners used at airports to check passengers for fevers, home
quarantine of people known or suspected to be infected with the virus, and
elevated infection control measures in hospitals to protect health care workers
from infection. As of this writing, there have been no new SARS cases in the
world, indicating that the virus, for now, is under control. But the lessons from
the SARS outbreak have recently been put to use in controlling a new emerging
infectious disease called the HINT influenza virus, or swine flu.

Different forms of influenza have existed for centuries and have caused
epidemics throughout history. In the early twenty-first century, the focus of
infection prevention has been the H5NI influenza virus, commonly known as
bird flu. Preparations for a pandemic of H3N1 were put into place in the spring
of 2009; however, the HINI swine flu emerged as the next pandemic threat.
This outbreak originated in Mexico and quickly spread to the United States
through travelers who carried the virus across borders. The HIN1 flu differed
from the usual seasonal influenza because no vaccine existed for it, and people
under the age of sixty-five generally had not been exposed to this strain of influ-
enza. This meant that a large portion of the population was susceptible to
the virus. In addition to people with underlying illnesses that normally make
them more prone to develop severe illness when infected with influenza viruses,
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pregnant women had much greater morbidity and mortality due to HINI than
with other influenza strains. Control efforts initially included emphasizing hand
washing and the use of alcohol gels to clean hands, temporarily closing schools
with high numbers of infected students, using anti-influenza drugs to prevent
those who had close contact with infected people from becoming infected, and
emphasizing that people should stay home and avoid social situations when
experiencing flu symptoms. In October of 2009, a vaccine specific for the HIN1
swine flu was approved and large-scale vaccination of the public took place.
Between April and November of 2009, an estimated 47 million cases of HIN1
occurred in the United States, of which 213,000 people were hospitalized and
nearly 10,000 people died!"”.

Summary

Efforts to control infectious diseases have been part of the past, are part of the
present, and will no doubt be part of the future of public health. In this chapter
the statistical methods of studying infectious diseases were introduced and the
biological methods of preventing diseases were discussed. The success stories of
smallpox eradication and control of polio and dracunculiasis provide insight into
methods that may be used in the future to reduce, control, and eventually elimi-
nate the threat of both known and potentially emerging infectious diseases.
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Review Questions

1. Several guests who attended a wedding developed symptoms of food poison-
ing the following day. An epidemiological investigation indicates that the
chicken entree was the source. Of the 125 guests who attended the wedding,
82 ate the chicken entree, and 67 of those guests became ill.

a. What was the attack rate of this illness?
b. Which epidemic curve would be used to describe this outbreak?

2. Although a tuberculosis vaccine (called BCG) exists, it is not widely used in
the United States. Why is that the case? (A good source of information on
this subject is the CDC’s Web site at www.CDC.gov.)

3. List some of the challenges involved in the efforts to eradicate poliovirus.

4. The final goal of the smallpox eradication program was to destroy all frozen
laboratory stocks of the smallpox virus, but this action has been delayed
because of fears of reemergence of the disease through bioterrorism. Do you
believe that the stocks should be destroyed? Why or why not?
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LEARNING OBJECTIVES

® Understand the elements of environmental public health practice.
® Understand the use of environmental epidemiology in public health.
® Describe disease processes that result from environmental exposures.

Environmental public health (EPH) is concerned with preventing
diseases of environmental origin. These diseases can arise from exposures to
infectious pathogens in food, water, air, animals (zoonoses), or vectors (such as
mosquitoes, lice, and ticks); toxicants (including pesticides, heavy metals, carbon
monoxide, airborne particulates); excess radiation; or lack of physical exercise
(for example, resulting from a poorly built environment). Recall from Chapter
2 the ten essential public health services that fit into the three core functions
(Figure 2.1). These ten services can be modified to apply specifically to environ-
mental health, as seen in Public Health Connections 9.1.

EPH prevention and control programs are focused on the population’s
health rather than on individual disease care. Moreover, EPH is seen as a
critical factor in a “one health” concept of the inextricable linkages of human,
animal, and environmental health””. Understanding one /ealth and our ability to
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TEN ESSENTIAL ENVIRONMENTAL PUBLIC
HEALTH SERVICES

1. Monitor environmental and health status to identify and solve community
environmental health problems.

2. Diagnose and investigate environmental health problems and health
hazards in the community.

3. Inform, educate, and empower people regarding environmental health
issues.

4. Mobilize community partnerships and actions to identify and solve
environmental health problems.

5. Develop policies and plans that support individual and community
environmental health efforts.

6. Enforce laws and regulations that protect environmental health and
ensure safety.

7. Link people to needed environmental health services and assure the
provision of environmental health services when otherwise unavailable.

8. Assure a competent environmental health care workforce.

9. Evaluate effectiveness, accessibility, and quality of personal and
population-based environmental health services.

10. Research for new insights and innovative solutions to environmental
health problems and issues.

Adapted from Public Health in America statement!")

effectively use to advantage the human—animal-environment interface is now a
new dictum for health professionals.

Environmental Public Health: History and Progression

As described in Chapter 1, early societies learned that basic sanitation—clean
water and removal of waste and vermin—was critical to population health. In
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Greek mythology, the gods tasked Apollo’s son Asclepius and his two daughters,
Hygeia and Panacea, to care for the population of Greek mortals. Whereas
Apollo was more directly associated with healing, Hygeia championed the pre-
vention of disease and the use of basic sanitation practices as the beginning of
wellness (“cleanliness is next to godliness”). Panacea cured individuals who were
already sick, one at a time. Humans remained healthier when they followed
Hygeian principles, creating a healthy environment and preventing disease.

Today, we see how altering our environment in an unsustainable way has
impacted climate change and humankind’s morbidity and mortality. For
example, sprawling communities centered on automobile travel lead to issues
such as traffic injury, air pollution, and lack of exercise manifesting as asthma,
hypertension, and stress-related illness””.. Moreover, failing to design communi-
ties in a way that promotes neighborhood interaction reduces community resil-
ience. This is most noticeable following a disaster such as a hurricane, when
environmental public health plays a profound role in restoring clean water,
removing waste, and controlling vermin.

PUBLIC HEALTH CONNECTIONS 9.2
ENVIRONMENTAL HEALTH PROGRAMS

Environmental public health protects human health from environmental hazards
and threats. Drinking water quality, food safety, and sewage treatment and dis-
posal are the most commonly thought-of programs in environmental health, but
this worldwide profession includes a wide variety of programs.

The term environment encompasses personal, occupational, global and
natural environment (such as land, water, air, etc.). The aim of environmental
health services is to protect and enhance environmental quality for all people.

Every kind of chemical, biological, physical, and other related factors that
can have an impact on the behavior of a human being and harm his or her health
are considered to be potentially dangerous and are concerns of environmental
health.

No matter where in the world or which programs are being regulated and
enforced, environmental health programs have one thing in common: they are
all about prevention and creating health-supportive environments. Keeping
people healthy is far less expensive than healing an ill population.

Source: Reference 4.
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Environmental public health professionals are from various backgrounds,
including but not limited to biology, chemistry, geology, hydrology, human and
veterinary medicine, land use planning, toxicology, health physics, education,
and epidemiology. Environmental public health professionals are policy makers,
health educators, facility inspectors, and first responders. The ten essential envi-
ronmental public health services provide the fundamental framework for the
profession’s performance standards by describing the environmental public
health activities that should be undertaken in all communities!".

To assess and quantify environmental risks to health, EPH uses environ-
mental epidemiology as a critical tool for surveillance, scientific evaluation,
and risk communication for adverse health outcomes. The health and environ-
mental data gathered and information used forms the foundation for setting
policy and practice. The International Society for Environmental Epidemiology
(ISEE) has adopted the following definition: “Environmental epidemiology is the
study of the effect on human health of physical, biologic, and chemical factors in
the external environment, broadly conceived. By examining specific populations
or communities exposed to different ambient environments, it seeks to clarify the
relationship between physical, biologic, or chemical factors and human health.”"!

Preventing Infectious Diseases of Environmental Origin

An infectious disease is an illness stemming from an organism’s exposure to
pathogens such as viruses, bacteria, fungi, protozoa, multicellular parasites, and
aberrant proteins known as prions. These pathogens may be able to cause disease
in animals or plants. Infectious pathologies are usually qualified as contagious
or communicable diseases due to the potential of transmission from one person
or species to another!®. Epidemiologists classify infectious diseases in a popula-
tion as being sporadic (occasional occurrence), endemic (regular cases often
occurring in a region), epidemic (an unusually high number of cases in a
region), or pandemic (a global epidemic).

There are many ways that infectious diseases can be transmitted to a host,
as described in Chapter 8. Environmental epidemiologists describe how infec-
tious disease agents spread to humans by classifying them as having either direct
or indirect transmission. As the name implies, direct transmission occurs
when there is physical contact with an infected person or animal; in other
words, when an infected host transmits an infectious agent directly to another.
Typically, direct transmission occurs through touching, kissing, biting, or sexual
contact. Indirect transmission occurs when there is no direct contact with
an infected source. In this case, a susceptible host can be infected via food, water,



ENVIRONMENTAL PUBLIC HEALTH _

FIGURE 9.1 Relationship Between Host, Environment, and
Interaction in Infectious Disease

Adverse
Environment

Disease

Susceptible Virulent
Host Pathogen

or inanimate objects such as toys, soiled clothes, or even a computer keyboard.
Vector-borne and airborne transmissions are two forms of indirect transmission
of infectious disease.

Vector-borne diseases include those transmitted by flies, ticks, mosquitoes,
and lice. The mosquito is responsible for the most common vector-borne dis-
eases, including malaria, West Nile virus, and dengue and yellow fevers. In 2002,
malaria was the fourth leading cause of death in children in developing countries,
responsible for 11 percent of all childhood mortality!”!. The female mosquito
transfers pathogens in her saliva when taking a blood meal from a host. Public
health messages to prevent mosquito-borne diseases are aimed at avoiding mos-
quito bites: repair window and door screens, wear long pants and long-sleeved
shirts, and use insect repellents such as DEET according to the manufacturer’s
specifications.

Changing patterns of individual and global economic behavior have com-
plicated the public health control of food and waterborne diseases in recent years
and have accentuated the need for an improved public health infrastructure to
detect illness. Ilorida has a unique structure in place for food and waterborne
disease surveillance and investigation using nine regional food and waterborne
illness epidemiologists to assist the state’s sixty-seven county health departments
in the investigation of these outbreaks. In Florida’s system, the counties maintain
food and waterborne illness complaint logs and perform outbreak investiga-
tions using a regional epidemiological team composed of an environmental
health professional, a nurse, and an epidemiologist (see Public Health Connections
9.3). The regional epidemiology team provides technical assistance in outbreak
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PUBLIC HEALTH CONNECTIONS 9.3

CASE STUDY: NORWALK VIRUS AT A CATERED
WEDDING RECEPTION

On August 29, 2000, the Escambia County Health Department (ECHD) received
a complaint that a group of people had fallen ill after eating a catered meal at a
wedding reception in Pensacola, Florida, three days earlier. Approximately fifty-
five people had attended this event at a private residence. The bride’s mother,
who had hired the caterer, provided a list of all attendees.

Case histories for the attendees were obtained through questionnaires admin-
istered over the telephone. Stool samples were collected for viral analysis. In all,
fifty case histories and nine viral stool samples were collected. Thirty wedding
guests experienced illness (60 percent); primary symptoms were diarrhea, vomit-
ing, abdominal cramps, and fever. Investigation of the caterer’s facility revealed
that the food had been prepared in a private home and the caterer was unlicensed
and unregulated. The caterer’s young child and the caterer both had experienced
diarrheal illness three to five days prior to the wedding reception. The 60 percent
attack rate among the attendees of this wedding reception indicated that there
was a point-source common exposure among the ill people. The food-specific
attack rate correlated to those who consumed food from tables containing
cheeses, citrus punch, and chicken salad. Additionally, seven of twenty-one stool
samples from attendees, the caterer, and the caterer’s child tested positive for
Norwalk-like virus, type G2. Poor personal hygiene and/or unsanitized food prepa-
ration surfaces and equipment in an unlicensed catering facility resulted in this
Norwalk-like viral outbreak!®.

Investigations, report writing, and assistance in questionnaire development and
statistical analysis. Reglonal epidemiologists also play a role in helping to train
county health department staff in a variety of aspects of outbreak investigations.
The statewide food and waterborne disease coordinator synthesizes annual and
quarterly statewide data and provides information to other state and federal
agencies during outbreak investigations.

Zoonotic diseases are caused by microorganisms of animal origin that can
be transmitted to humans. The World Health Organization (WHO) recognizes
over two hundred zoonotic diseases involving all types of agents, including bac-
teria, parasites, viruses, and novel agents such as prions. Zoonotic diseases have
gained increasing attention due to widespread international travel and extensive
food exportation. Over two thirds of the emerging pathogens, including severe
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acute respiratory syndrome (SARS) and monkeypox, are considered zoonoses.
WHO has established a Global Early Warning System for Major Animal Diseases
(GLEWS), conceived with the aim of predicting and responding to animal dis-
eases, including zoonoses, worldwide. Some of the top priority zoonotic discases
include the following:
e Anthrax
e Bovine spongiform encephalopathy (BSE)
e Brucellosis (Brucella melitensis)
e Crimean-Congo hemorrhagic fever
e Ebola virus
e I'oodborne diseases
e Highly pathogenic avian influenza (HPAI)
e Japanese encephalitis
e Marburg hemorrhagic fever
e New World screwworm
e Nipah virus
e Old World screwworm
e Q) fever
e Rabies
e Rift Valley fever
® Sheep pox/goat pox
e Tularemia
e Venezuelan equine encephalomyelitis
e West Nile virus
Rabies is a serious infectious viral disease that affects the nervous system of
animals and humans. Humans contract rabies primarily through the bite of an
infected animal (see Public Health Connections 9.4). In the United States, bat

rabies variants have been the most common source for human rabies cases in
recent years!”.
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PUBLIC HEALTH CONNECTIONS 9.4
CASE STUDY: RABIES EXPOSURE

In October 2007, a forty-six-year-old man was hospitalized with fever and progres-
sive respiratory failure. Because rabies was suspected, his family was interviewed
about his exposure to animals. He had handled a bat in August, and reported a
needle-prick sensation before releasing it. The patient died and rabies was con-
firmed. This case demonstrates several points:

® The man’s infection with rabies was most likely the result of a bat bite.

® Bats are not typically tame enough to handle unless they are ill or young.
This strange behavior should lead to a strong suspicion of rabies and the bat

should have been tested.

® Public health recommendations call for provision of antirabies treatment for
a person bitten by a bat when the animal is not available for rabies testing.

Source: Reference 9.

Chronic Diseases and Environmental Health

Chronic diseases are those of slow pro-
gression or long duration. They rarely
resolve spontaneously. According to
WHO, chronic diseases account for
seven of every ten deaths and affect
the quality of life of 90 million
Americans!'”. Although these diseases
are among the most common and
costly health problems, most are pre-
ventable, primarily through behavior
modification!'l.

A senior scholar at the Institute of
Medicine (IOM) has estimated that
the largest contributor to early deaths,
accounting for 40%, is behavior. In
addition, 30% of ecarly deaths are
attributable to genetics, 20% stem
from the social and physical environ-
ments, and 10% are the result of

Surrounding ourselves with cars,
roads and ample parking—but
neither sidewalks to walk on,
nor destinations worth walking
to—increases how much we
drive, and decreases how much
we walk. Still, many
transportation planners
interpret the decision to hop in
a car as an expression of a
deep-seated personal
preference, rather than a choice
that’s powerfully influenced by
the built environment.

Clark Williams-Derry™*!
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12 Yet, behavior and environment are intrinsically

substandard medical care
linked. Our physical environment, the objects we surround ourselves with
and the places we make for ourselves, can have a potent influence both on what
we do and on how we think.

There are many chronic diseases that have environmental contributors.
Obesity, cancer, and asthma are three of the most common, and they will be

discussed in more detail here.

Obesity

Obesity is usually defined by one’s weight and height, combined into a measure
known as body mass index (BMI). For adults, a BMI of higher than 30 is con-
sidered obese. This translates to being at least 20 percent above the weight
recommended for one’s height. Obesity and its associated health problems have
a substantial economic impact on the U.S. health care system!"*. Medical costs
associated with obesity involve direct and indirect costs!>'°
preventive, diagnostic, and treatment services related to obesity. Indirect costs

I, Direct costs include

relate to morbidity and mortality costs. Morbidity costs consist of the value of
lost income from decreased productivity, restricted activity, and absenteeism.
Mortality costs are defined as the value of future income lost by premature death.
The estimated annual cost of obesity is $147 billion and growing. This number
translates to $1,250 per houschold, paid through taxes and rising health insur-
ance costs!'’.

Recall from Chapter 4 the growing prevalence of obesity in the United
States (see Figure 4.1). In 2008, obesity prevalence was equal to or greater than
25 percent in thirty-two states; six of these states had prevalence above 30
percent!""!. Only Colorado had an obesity prevalence of less than 20 percent.
The current trend toward obesity and its costs involve many different factors but
can primarily be traced to environmental and behavioral issues. These include
the way we plan human habitats for cars instead of people, resulting in physical
inactivity. According to the United States Surgeon General, 60 percent of adults
do not meet recommended levels of physical activity and 25 percent are com-
pletely sedentary!™*
as 255,000 preventable deaths each year!"!.

An emerging body of evidence shows that transportation and land use pat-

I, Sedentary lifestyles are estimated to contribute to as many

terns can influence people’s decisions to be physically active or not!'?. Community
design characteristics such as the provision of biking and walking trails and access
to public transit increase the likelithood of pursuing exercise and decrease the
dependence on vehicles®. Instead of designing our communities to encourage
physical activity, we have been shaping our built environment to encourage
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PUBLIC HEALTH CONNECTIONS 9.5

CASE STUDY: WABASSO COMMUNITY IN INDIAN
RIVER COUNTY, FLORIDA

The Florida Department of Health’s Division of Environmental Health has provided
seed money to local health departments to begin projects known as Protocol for
Assessing  Community Excellence in Environmental Health (PACE EH; see
www.doh.state.fl.us/environment/programs/PACE-EH/PACE-EH.htm). These pro-
grams connect a staff member from the county health department with leaders
of an underserved community to form a committee of residents who identify their
most urgent environmental public health needs.

In the Wabasso community, one of the top issues identified was barriers to
exercise, such as an absence of parks, street lights, walking trails, and sidewalks.
Through the PACE EH process, residents were empowered to contact their local
decision makers to effect changes in their neighborhoods. They were ultimately
successful in their efforts, and over two years Indian River County funded a walking
trail, sidewalks, and street lights. The direct result of these modifications is that
residents are exercising more.

getting into and staying in our cars. In the suburban United States, you can do
most everything from your car, from ordering a latte to getting married. In
sprawling suburban and urban communities where few other travel options are
available, cars are now used for 80 percent of trips less than 1 mile in length".
The ease of using the automobile and poor community planning (for example,
schools being located far from neighborhoods and few attractive, accessible
places to exercise) contribute to physical inactivity, which leads to obesity.
Neighborhood characteristics associated with higher levels of physical activ-
ity include high density, mixed-use development, good public transportation,
and proximity to destinations (see Public Health Connections 9.5). In addition,
bicycle and pedestrian facilities, good street connectivity, the presence of parks

and open space, and a feeling of safety can all promote more exercise® .

Cancer

Cancer is a generic term for a large group of diseases that can affect any part
of the body; other terms used to denote cancer are malignant tumors and neoplasms.
One defining feature of cancer is the rapid creation of abnormal cells that grow
beyond their usual boundaries. These cells can then invade adjoining parts of
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the body or spread to other organs (metastasize). Cancer is a leading cause of
death worldwide, accounting for 7.4 million deaths in 2004 (around 13 percent
of all deaths)®. The most frequent types of cancers found globally include lung,
stomach, liver, colorectal, esophagus, and prostate among men and breast, lung,
stomach, colorectal, and cervical among women.

Cancer may occur because of genetic factors or environmental exposures
that alter or potentiate genes. The harmful health effects of environmental expo-
sure depend on the dose, strength of the physical or chemical agent, and the
length of exposure. It has been said that genetics loads the gun and environmen-
tal exposure pulls the trigger. Environmental causes of cancer include physical
and chemical carcinogens such as components of tobacco smoke (such as
benzene), ultraviolet and ionizing radiation, asbestos, aflatoxin (a food contami-
nant), and arsenic (a drinking water contaminant). Therefore, environmental
pollution through chemicals or radionuclides in tobacco smoke, drinking water,
air, and food may contribute to cancer. The estimates for cancer deaths attribut-
able to tobacco have been consistently around 30 percent.

Determining whether an environmental chemical is associated with cancer
can be researched in two ways: through human or other animal studies (in vivo)
and through laboratory experiments (in vitro). Biennially, the National Toxicology
Program within the Department of Health and Human Services (HHS) compiles
the Report on Carcinogens that lists substances that are either known or suspected
of causing human cancer”
are found in our environment.

. The report also describes where these substances

Human Studies

Human studies are used to determine with the most certainty whether a sub-
stance causes cancer. Most cancer-causing chemicals were first recognized in
occupational settings. The workplace is unique because workers are often
exposed to large amounts of chemicals. Benzene, asbestos, vinyl chloride, and
arsenic are examples of toxic substances that are known human carcinogens.

Animal Studies

Some chemicals have been shown to cause cancer in animals. Rodents (mice
and rats) are typically used to study whether environmental chemicals can cause
cancer. The chemical exposures are usually at much higher levels than would
occur among humans. Scientists reason that if no cancer is seen at an extremely
high level of exposure, then the chemical most likely does not cause cancer at
lower levels either. Animals may have responses to chemicals similar to humans,
but most chemicals tested on animals alone are classified by the United
States Environmental Protection Agency (EPA) as “possible or probable human
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carcinogens.” Chloroform, dichlorodiphenyltrichloroethane (DDT), formalde-
hyde, and polychlorinated biphenyl (PCBs) are examples of such chemicals.

Changes to human cells exposed to chemicals in a laboratory can be used
to determine whether a chemical is a carcinogen. These studies can be per-
formed more easily than animal studies and can help reduce the number of
animal cancer studies.

Individual Risk and Cancer

The risk of cancer after being exposed to a chemical depends upon many things:
the amount of a chemical, the length of time exposed, the number of times
exposed, and the route (oral, dermal, etc.) of contaminant exposure all determine
an individual’s risk. It may only take one molecule of a carcinogen to genetically
alter a cell”’.

Often it seems there is a cluster of cancers in a particular community.
Because one out of three people in the United States will develop some type of
cancer in his or her lifetime, it may appear that people with cancer live in close
proximity. The natural tendency is to blame something in the environment.
However, this is rarely confirmed because cancer is common in our population,
different types of cancer have different causes, and the cause for many cancers
1s not known. Because cancer’s latency period is comparatively long, it is difficult
to recreate exposures that occurred years or decades earlier. It is not unusual to
have many cases of cancer in a single community, especially in an aging com-
munity. In fact, cancers often occur in clusters and are not evenly spread out in
the population. This does not necessarily mean that they are related.

Controlling Cancer-Causing Chemicals

To minimize exposure to known cancer-causing chemicals, federal and state
standards are set at precautionary levels. These standards help protect people
from high levels of chemicals in the workplace and at home. They also protect
our natural resources: water, plants, and air. There are over forty known or
suspected carcinogens present in tobacco smoke. Progress has been made in
controlling exposure to secondhand smoke in public buildings and on the job.
More information is needed to determine safe levels of individual chemicals and
combinations of chemicals.

Asthma

Asthma, a chronic disease that affects the lungs, is a leading cause of pediatric
morbidity, emergency department visits, and hospitalization in the United States.
The prevalence of asthma increased in the United States from 1980 to 1996 but
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FIGURE 9.3 Estimated Rate of Emergency Department Visits
with Asthma as the First Diagnosis by Age and Year
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Source: National Hospital Ambulatory Medical Care Survey, 1992-2004,
as reported in reference 28.

remained relatively constant from 1997 to 2004, Common signs and symp-
toms include frequent episodic wheezing, shortness of breath, tightening of the
chest, and coughing either at night or in the morning”. Although asthma
medications are available, environmental triggers make it challenging for affected
individuals to manage this disease. Some important environmental triggers are
tobacco smoke, dust mites, outdoor pollution (particulate matter), cockroach
allergens, pet dander, mold, and high humidity”. During an asthma attack,
the airways constrict and become clogged with mucus, making it difficult to
breathe. This air obstruction can cause shortness of breath and low blood
oxygen, leading to hospitalization. Asthma attacks frequently occur when asthma
is not managed and in the presence of environmental triggers. Figures 9.3 and
9.4 show the estimated rates of hospital emergency visits and discharges for
people with asthma.

Preventing Adverse Chemical Exposure

Toxicants are chemicals that have an adverse impact on organisms, such
as pesticides. A toxicant from a biological source is a toxin (for example, botu-
linum toxin). A developmental toxicant is called a teratogen. Toxicity can
occur through many environmental media, including drinking, bathing, and
recreational water; food; indoor and outdoor air (including things such as pesti-
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FIGURE 9.4 Estimated Rate of Hospital Discharges
with Asthma as the First Diagnosis by Age and Year
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cide drift); pharmaceuticals; and any number of other products we use in daily
life. Public health seeks to provide sound policies and practices for case surveil-
lance, risk assessment, and data analysis for the public and the scientific com-
munities to prevent diseases related to chemical exposures. This section will
cover examples of chemical exposure primarily related to air and water and also
will provide information about how these exposures are measured and how
guidelines for safe exposures are established. Table 9.1 lists some classic envi-
ronmental exposures with adverse health effects.

Routes of exposure for toxicants include contact, inhalation, and inges-
tion pathways. The skin is the primary barrier to contact exposure, the lungs act
as the barrier to inhaled toxicants, and the gastrointestinal tract protects against
ingested compounds”” P ?*!. The route of exposure depends on the properties
of the chemical. Large organic chemicals that are water soluble generally do not
absorb well through the skin, lungs, or intestines unless there is damage to these
organ systems. These compounds also do not readily absorb into cells or cross
the blood—brain or placental barrier. However, small water-soluble compounds
such as ethanol (alcohol) may be absorbed by simple diffusion through aqueous
pores’. Lead, a water-soluble compound, also crosses the blood-brain barrier
and the placental barrier.

Alcohol and lead both can act as teratogens, causing a variety of cognitive
effects in children exposed to these compounds in utero, as noted in Table 9.1.
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Table 9.1 Examples of Environmental Exposure and
Adverse Health Effects

Chemical/Drug Uses/Exposure Adverse Effects
Thalidomide Mild sedative (morning Birth defect
sickness) (phocomelia)
Diethylstilbestrol (DES) Estrogen properties (prevent Vaginal cancer (clear
miscarriages) cell carcinoma)
Alcohol Drinking alcohol during Mental retardation and
pregnancy learning disabilities
Cigarette smoke, radon Everyday living Various cancers

gas, sunlight, air
pollutants, high-fat diet

Soot from burning coal Exposure through chimney Scrotal cancer
sweeping

Aflatoxins Fungal toxins found in peanuts Carcinogen

Asbestos, vinyl chloride, Occupational exposures Various cancers

benzene, naphthylamine,
hardwood dust

Lead Lead-based paint, plumbing, Neurological damage
lead-tainted toys

The Centers for Disease Control and Prevention (CDC) advises women who are
pregnant and women who are of childbearing age and not effectively using con-
traception to avoid all types of alcohol at all levels®?. As mentioned, alcohol can
cross the placental barrier (via the umbilical cord) and reach the developing child.
This exposure can lead to one of the conditions within the fetal alcohol spec-
trum disorders (FASDs), including fetal alcohol syndrome (FAS) or potentially
death. FASDs include specific facial features such as a smooth ridge between the
nose and upper lip, a thin upper lip, and wide-set eyes; low birth weight and
stunted growth in childhood; bone, heart, or kidney malformations; and problems
with brain development leading to lower 1Q), learning disabilities, behavior issues,
and poor memory””. The CDC estimates that the prevalence of FAS at birth is
0.2-1.5 per 1,000 live births and projects that FASD prevalence at birth may be
as much as three times higher than FAS alone””. Lead has many desirable prop-
erties that have contributed to its inclusion in a variety of products over time.
Today, lead exposure is known to have harmful effects, especially among chil-
dren, so its use has been limited where possible. Lead was a component of gasoline
to increase octane until the Clean Air Act banned its inclusion in 1996 (though
a phase-out began in 1973)". Lead-based paint was banned for residential use
in 1978; the Environmental Protection Agency (EPA) estimates that more than
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80 percent of homes built in the United States before 1978 contain lead-based
paint™. As a result, lead exposure continues among people who live in homes
that still have lead paint on the walls. Over time, the paint chips and flakes, and
children crawling on the floor indoors or playing in the dirt outside these homes
may inadvertently ingest lead-based paint. This exposure can profoundly impact
their cognitive development, leading to reduced 1Q), learning disabilities, and
trouble in school. As of 1990, children with blood lead levels of 10 milligrams per
deciliter (mg/dL) or higher are classified as having lead poisoning and are at an
increased risk of adverse outcomes associated with this exposure!™!. According to
the CDC, around 250,000 children between the ages of one and five in the United
States have blood lead levels that exceed this standard””. Childhood lead expo-
sure raises the issue of environmental justice, or equitably distributing the
risks associated with an environmental toxicant. Environmental injustices occur
when economically disadvantaged populations are overrepresented in environ-
mental contaminant exposures, leading to health disparities. Environmental
justice 1s a concept related to social justice, one of the hallmarks of public health
described in Chapter 1. Lead exposure is much more common among low-
income, minority, and immigrant children in the United States than among
higher income, White, non-Hispanic children. The number of children under the
age of six in the United States who are tested for blood lead increased from about
1.6 million in 1997 to nearly 3.25 million in 2006. Over the same time period,
the prevalence of elevated blood lead levels (=210 mg/dL) declined from more
than 7.5 percent to less than 1.5 percent™. As of April 2010, the United States
has new training and certification requirements for contractors and other renova-
tors who work on homes, schools, or child care facilities built before 1978 to
minimize lead contamination”. Lead paint removal can be very expensive and
costly because the process requires that dust be minimized, contained, and prop-
erly disposed of and that workers be well protected and not track dust outside the
work area. Both FASDs and childhood lead exposures are completely prevent-
able and represent important public health issues.

Different individuals and different species develop disease at different chemi-
cal exposure levels because of varying susceptibility among individuals and
genetic predispositions™. The no observed adverse effect level (NOAEL)
1s the highest dose at which no measurable or observable toxic or adverse effect
1s seen. The lowest observed adverse effect level (LOAEL) is the lowest
dose at which an adverse effect occurs. The NOAEL or LOAEL is used to calcu-
late the risk reference dose (RfD), a daily dose for humans that carries a low
risk of harmful effects. Specifically, the RfD is the LOAEL or NOAEL divided by
uncertainty factors”®. These uncertainty factors include susceptibility in humans,
extrapolating from animal data to human data. Additional uncertainty can be
used for a steep dose-response curve and limited data. As discussed in Chapter 5,
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a dose-response relationship is one in which the severity of the toxic effect
correlates with an increase in the level of the toxicant (exposure).

In addition to these interspecies factors, individual differences may contrib-
ute to exposure responses. The mapping of the human genome is a landmark
accomplishment and is envisioned to change medicine for disease prevention
and prediction. It is believed that genetic polymorphisms (genes express-
ing different phenotypes) cause a shift in the dose-response curve for various
exposures (see Public Health Connections 9.6)™. Exposure assessment involves
characterizing the type, duration, intensity, and timing of exposure, but consid-
eration of the gene—environment interaction may also be important™!, In addi-
tion to the genetic sequencing itself, the way that genes are physically packaged
(around histones) can be altered as a result of chemical exposure, leading to
changes in the way genes are expressed™. These changes can be inherited.
Environmental epidemiology and toxicology research may someday be expanded
to screen and discover genetic variability involving environmental chemicals and
their metabolism.

PUBLIC HEALTH CONNECTIONS 9.6

PAROXONASE POLYMORPHISM IN
ORGANOPHOSPHATE TOXICITY

Farmworkers routinely are exposed to organophosphates in agriculture. Poly-
morphisms in the PONT gene result in increased susceptibility to organophosphate
toxicity and affect the metabolism of organophosphates such as chlorpyrifos,
parathion, and diazinon®. Very severe symptoms can result from exposure to
organophosphates, such as confusion, tremors, headache, salivation, lacrimation,
urination, defecation, bradycardia, respiratory failure, and death. Pesticide com-
panies generally test parent compounds that may be inherently weaker toxicants
than the oxidized oxon analog, which is significantly more toxic and poses a greater
risk to neurotoxicity. Huff and colleagues found that the oxon analog of chloro-
pyrifos exhibited a thousand-fold inhibition of cholinesterase compared to the
parent compound™!l. These analogs are produced endogenously through metabo-
lism and climatic factors“?. Oxon present in foliar residues range from 1 percent
to 90 percent of all residues®’l. Age appears to be a factor affecting PONT activity
and increased susceptibility to infants!*“#*l, There is also concern that mothers with
low PONT status may contribute to higher exposure levels of the pesticide to the
fetusB?. Environmental epidemiology studies are needed to verify the extent of
the association between the PONT and adverse outcome among workers.
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When evaluating a chemical, all animal studies, environmental studies, and
human studies must be considered to create a strong body of evidence for adverse
effects. Research animals, cell culture, and stem cells are used to study the acute
and chronic effects of chemicals. These laboratory studies are typically based
on the individual dose-response relationship. Field studies may be designed
to measure toxicants in soil, water, vegetation, and air. Biomonitoring, the
collection of biological samples from people, is used to help confirm chemical
exposure.

Acute Chemical Exposure Surveillance

The World Health Organization (WHO) estimates that there are over 3 million
cases of pesticide poisoning resulting in 220,000 deaths each year. Fumigants
are readily absorbed through the lungs as a gas. In addition, pesticides may be
absorbed through the skin during application or when harvesting crops sprayed
with pesticides. Pesticides also can be absorbed in the gut after ingestion of fruits
or vegetables contaminated with pesticide. Acute surveillance systems in the
United States (see examples in Public Health Connections 9.7) include monitor-
ing pesticide and chemical exposure by the CDC. The National Institute
for Occupational Safety and Health (NIOSH) within CDC oversees the state-
level Pesticide Poisoning Surveillance Program. Likewise, the Agency for Toxic
Substances and Disease Registry (ATSDR) administers the Hazardous Sub-
stances Emergency Events Surveillance program. These programs are designed
to monitor and assess acute toxicant releases so that appropriate public health
decisions can be made. For example, a community may need to be evacuated
to protect the public’s health in the event of a chemical spill. In some cases,
medical records and environmental samples may be collected to verify that an
exposure has occurred. A confirmed exposure may result in regulatory investiga-
tions and corresponding corrective actions. Important considerations involve
stakeholders, prevention outreach, and dissemination of information.

Rachel Carson’s book, Silent Spring, indicted the misuse of pesticides and their
effects on the environment and human health. After bald eagle, pelican, and
falcon populations declined during the 1950s, high levels of 1,1-dichloro-2,2-
bis(p-chlorophenyl)ethylene (DDE), a DDT metabolite, were shown to corre-
spond with thinner egg shells that broke easily when the birds were nesting!*!.
DDT was banned for agricultural use in the United States in 1972*); neverthe-
less, DDT and its metabolites (DDE and DDD) were detected in 94 percent of
fish samples during the 1990s!*”). Eating fish is the major route of exposure for
humans today. DDT has been shown to cause adverse effects on the livert*’,
nervous system!™* reproductive system® ! adrenal gland”?, and thyroid®?.
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Aerial Pesticide Field Study

Carbon Monoxide Surveillance

targets prevention messages to reduce the CO exposure risk.

PUBLIC HEALTH CONNECTIONS 9.7
EXAMPLES OF ACUTE EXPOSURE SURVEILLANCE

The Florida Department of Agriculture and Consumer Services monitors mosquito
populations and public complaints to decide when to spray a low concentration
of the organophosphate, naled, to control mosquitoes. The Florida Department
of Health (DOH) Pesticide Surveillance Program collects information about pesti-
cide exposure and health concerns. During the 2004 hurricane season, DOH in
collaboration with the CDC conducted a field study following aerial naled spraying
to determine whether residents in treated areas were exposed to the chemical.
Environmental samples were not collected because naled rapidly breaks down in
sunlight®®, However, an analysis of human urine samples before and after aerial
spraying showed no increase in metabolites from naled. In this population, two
people had possible naled exposure: one a direct spray incident and the other
a child with asthma who was exposed while waiting for a bus the morning
after a spray. Recommendations from this analysis include notifying the public
when a spray event will occur to reduce exposure (stay indoors)*l.

During the 2005 hurricane season, DOH partnered with the Florida Poison Control
Information Network (FPCIN) to monitor carbon monoxide (CO) exposures. CO
is a concern in the aftermath of a hurricane because many people use generators
in the absence of electricity. Without proper ventilation, CO poisoning is possible.
In the process of reviewing the reports, DOH developed a classification for “prob-
able” and “definite” cases. Over 126 hurricane-associated CO poisonings were
classified using carboxyhemoglobin (COHb) as a biomarker®®.. Subsequent efforts
by DOH resulted in the development of a more formal classification system, and
CO poisoning is now a reportable condition. Armed with these data, DOH now

DDT also has been shown to cause liver cancer in laboratory animals, and the
EPA, HSS, and WHO?’s International Agency for Research on Cancer (IARC)
report that DDT can be reasonably thought to cause cancer in humans.

Chemical Exposure in Water

As evidenced by the efforts of the earliest societies and the experience of
John Snow, safe, clean drinking water is an important part of daily life. Beyond
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Table 9.2 Examples of MCLs for Selected Contaminants on the
National Primary Drinking Water Regulations (NPDWR) List

Public
MCL Long-term Effects Common Health Goal
Contaminant (mg/L)* (above MCL) Source(s) (mg/L)*
Inorganic 0.002 Kidney damage Erosion of natural 0.002
mercury deposits:
discharge from
refineries and
factories; runoff
from landfills
and croplands
Nitrate 10 Blue baby syndrome Runoff from 10
(measured as 1 (methemaglobinemia) fertilizer use, 1
nitrogen) leaching from
Nitrite septic tank,
(measured as sewage, erosion
nitrogen) of natural
deposits
PCBs 0.0005 Skin changes; thymus Runoff from 0
problems; immune landfills;

deficiencies;
reproductive or nervous
system difficulties;
increased risk of cancer

Discharge of
waste chemicals

*Units are in milligrams per liter (mg/L) unless otherwise noted. Milligrams per liter are equiva-
lent to parts per million.

Source: Reference 57.

carrying infectious agents such as cholera or supporting the life cycle of vectors
such as mosquitoes, water may contain chemicals and toxicants that are harmful
to human health. In 1974 the U.S. Safe Drinking Water Act was the first legisla-
tion to address the problem. The act has been amended multiple times and is
the backdrop for EPA regulations that govern water safety and quality””. The
maximum concentration level (MCL) is defined as the highest level of a
contaminant that is allowed in drinking water and is an enforceable standard of
the EPA National Primary Drinking Water Regulations (NPDWR). Table 9.2
provides examples of MCLs.

Depending on its chemical and physical properties, a toxicant can be elimi-
nated from the body unchanged following absorption, distributed throughout
the body, biotransformed to a more or less toxic metabolite, and bioaccumulated
in tissues. Lipid-soluble compounds readily absorb into cells and may result in
bioaccumulation in various tissues such as the brain, fat, or bone. Some examples
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of chemicals that result in bioaccumulation include methyl mercury and PCBs,
along with the previously described DDT.

Atmospheric mercury can circle the globe for years; precipitation brings it
back to the earth, and it eventually ends up in a river or lake”®. This mercury
makes its way to the bottom of the water body where it is methylated by anaero-
bic bacteria into methyl mercury™. This mercury is lipid soluble, accumulat-
ing in large predator fish®. When people eat contaminated fish, up to 95
percent of the mercury is absorbed and distributed to all tissues in the body™".
The first known widespread illness from methyl mercury occurred in Minamata
Bay, Japan, from fish contaminated by wastewater mercury from an industrial
plant. Severe neurological problems affected over ten thousand people: symp-
toms included paresthesia, impaired peripheral vision, slurred speech, unsteady
gait, muscle weakness, irritability, memory loss, depression, and sleeping difficul-
ties”. The early reports noted illness in the town’s cats prior to signs of human
disease.

Nitrate and nitrite are naturally occurring and are part of the nitrogen cycle.
Microorganisms in the environment break down nitrate to nitrite from water,
soil, and sewage. Other sources of nitrate contamination are organic, human,
and animal. Because nitrite is easily oxidized to nitrate, nitrate is the compound
mostly found in the environment!®”. Infants who consume water or other prod-
ucts that contain nitrate can develop methemoglobinemia (MetHb), or blue baby
syndrome. Infants are at considerable risk because they have an incompletely
developed ability to secrete gastric acid, higher levels of fetal hemoglobin, and
enzymatic capacity to reduce MetHb. Most people are able to tolerate less than
10 percent MetHb!™.

Polychlorinated biphenyls (PCBs) were used as coolants and lubricants
in electrical devices or appliances containing PCB capacitors, in old microscope
oil, and in fluorescent lights. PCBs were banned in 1977 but are ubiquitous glo-
bally. These compounds are not naturally occurring but accumulate in fish and
marine mammals and can also be found in meat and dairy products®!. PCBs
cause liver damage, anemia, acnelike skin condition, stomach injury, thyroid
gland injury, immune depression, behavioral alterations, impaired reproduction,
birth defects, and cancer®. Based on evidence from animal studies, HHS and
TIARC have determined that PCBs are probably carcinogenic in humans.

Chemical Exposure in Air

Humans are constantly surrounded by air; it touches our skin, enters our lungs,
and even makes its way into our gastrointestinal tracts. Air is an important
potential exposure medium for a variety of chemicals that may impact health.



ENVIRONMENTAL PUBLIC HEALTH _

In the United States, air quality standards focus on human health outcomes as
well as the effects of air quality on agricultural products and on physical struc-
tures in the built environment™” " ®1. The primary air quality legislation in the
United States 1s the Clean Air Act, originally passed in 1963 and modified sub-
stantially in 1970, 1977, and 19901, It allows the EPA to set standards and
limits on specific types of emissions, work to improve air quality and limit air
pollution, and enforce its standards and regulations. Under the Clean Air Act,
the EPA focuses on six criteria air pollutants, pollutants that are common
in the United States, that negatively impact human health, and for which the
EPA uses human or environmental health information to set acceptable levels!®”.
These acceptable levels are known as the National Ambient Air Quality Standards
(NAAQS). The criteria air pollutants are particulate matter, sulfur oxides, carbon
monoxide, nitrogen oxides, lead, and ground-level ozone.

Particulate matter (PM) is the term used to describe small compounds
and particles that are suspended in the air and can be drawn into the lungs.
Particulate matter includes smoke, fine dust, and even droplets formed during
industrial processes. It is a human health concern because it can be inhaled into
various regions of the lungs with harmful effects. Particulate matter is often
discussed in terms of the size of the particles in microns. Particulate matter 10 im
(micrometers) in diameter (PM,) is small enough to penetrate alveolar regions.
PM,; i1s even smaller; as of 1997 it is the standard size monitored by the EPA
because of its demonstrated relationship to human health®, Sulfur dioxide
from fuel combustion reacts with water vapor to produce sulfuric acid and sul-
fates that irritate the respiratory tract. Carbon monoxide (CO) from incom-
plete combustion binds to hemoglobin, causing hypoxia. Low levels of CO are
believed to cause mental processes to slow. Nitrogen oxide (NO) can provoke
shortness of breath or coughing, and children exposed to NO have an enhanced
risk of respiratory problems. As described, lead (Pb) causes adverse impacts on
mental and intellectual development in children and has been phased out of
gasoline and paint®. Ozone (O;) is known as a photochemical oxidant in the
troposphere. O reacts with volatile organic compounds to produce photochemi-
cal smog. Some cities post ozone alerts on newscasts or the radio to warn those
with respiratory disease to stay indoors.

In addition to criteria air pollutants, the EPA also monitors toxic air pollut-
ants, or hazardous air pollutants (HAPs), contaminants known to cause
cancer or other serious health effects such as birth defects in humans or envi-
ronmental damage!®”. There are 187 hazardous air pollutants, including metals
such as lead and mercury; acrylamide, formed during high-temperature cooking
and used in plastic production; formaldehyde, used in building materials such
as pressed wood products and also a result of combustion and other processes;
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and many others. As for criteria air pollutants, the EPA sets, monitors, and
enforces restrictions on hazardous air pollutants through standards for industries,
vehicles, and indoor settings.

Preventing Excess Radiation Exposure

Radiation is energy that travels in the form of waves or high-speed particles.
According to the EPA, 80 percent of radiation sources are natural and 20 percent
are synthetic (human-made)". All humans are exposed to some form of radia-
tion in their daily lives, for example, from solar radiation, watching television,
using a computer monitor, or from a medical X-ray machine. Although excess
radiation can be considered harmful, there are many benefits of radiation appli-
cations found in medicine, industry, and science.

There are two major types of radiation: nonionizing and ionizing radiation.
What separates the two types is the ability to chemically move and change the
structure of atoms. Nonionizing radiation is the weaker of the two types. It
has the ability to move atoms around, but it does not have the ability to chemi-
cally change, or ionize, them. Visible light, microwave, and radio waves are
examples of nonionizing radiation. Although this type of radiation is the weaker
of the two, it still has the potential to induce or pose harm. Strong nonionizing
radiation has a heating effect, which can burn and cause erythema, a redness of
the skin such as sunburn, or photokeratitis, an inflammation of the cornea of the
eye caused by an overexposure to ultraviolet B (UVB) light from the sun or
artificial tanning device.

Ionizing radiation is energy in the form of waves or particles that has enough
force to remove electrons from atoms. Like nonionizing radiation, it has the
ability to move atoms around and most notably, chemically change the structure
of them. This characteristic is what makes the ionizing form of radiation a threat
to humans and the environment. The radiation symbol shown in Figure 9.5, 1s

FIGURE 9.5 Universal Symbol of Radiation Warning
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a universal sign used to identify or warn workers or people about the use of a
radiation device.

Tonizing radiation consists of three major forms: alpha particles, beta par-
ticles, and gamma rays (see Public Health Connections 9.8). As shown in Figure
9.6, the characteristic difference between each subgroup of radiation is the ability
to penetrate the skin or enter the human body.

PUBLIC HEALTH CONNECTIONS 9.8
IONIZING RADIATION

Alpha particles are energetic, positively charged particles consisting of two
protons and two neutrons. Although alpha particles are energetic, they move
slowly through the air; therefore, their penetrating power is low and they cannot
pass through a sheet of paper or the outer dead layer of skin.

Beta particles are fast-moving electrons emitted from the nucleus during
radioactive decay. They are more penetrating than alpha particles and can typi-
cally be stopped or blocked by a layer of clothing.

Gamma rays are a packet of electromagnetic energy: a photon. Gamma
photons are the most energetic photons in the electromagnetic spectrum. Gamma
rays (gamma photons) are emitted from the nucleus of some unstable (radioac-
tive) atoms’?. Gamma rays have the ability to pass through, or penetrate, the
entire human body.

FIGURE 9.6 The Comparative Strength of Three Forms of lonizing
Radiation: Alpha Particles, Beta Particles, and Gamma Rays

Alpha particles
Beta particles
Gamma rays

Aluminum
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Radon and Public Health

Radon is a naturally occurring colorless, odorless, and tasteless radioactive gas.
Radon is formed as a result of the natural decay of uranium throughout the
earth’s crust. As radon decays, it is released as tiny particles and rises up through
the soil or rock to the surface of the earth. If these particles are inhaled over
time, radon particles can alter the cells in the human lungs, causing lung cancer.

Radon represents a serious environmental health concern. It is the second
leading cause of lung cancer in smokers (following smoking), and the number
one cause of lung cancer in nonsmokers. Radon is responsible for about 21,000
lung cancer deaths every year, and about 2,900 of these deaths occur among
people who have never smoked!”".

Radon gas is ubiquitous in the natural environment and found in some
products developed by humans. However, it is not exposure to radon gas that
actually leads to harm, but exposure to the decay products of radon, specifically
those with short half-lives that emit alpha radiation. The alpha radiation particles
can become attached to dust particles that may be breathed or inhaled by people
exposed to the gas and become lodged in the respiratory tract. Radon offspring
decaying in the lungs delivers radiation to the tissues. This dose, which is the
energy of alpha particles absorbed by cells that line the lungs, is what gives rise
to the potential for lung cancer associated with exposure to radon.

Because radon is a gas, it has the ability to seep up from underground and
enter buildings through cracks in floors or walls; construction joints; or gaps in
foundations around pipes, wires, or pumps. It is important to remember that,
without ventilation or another way of dissipating, radon can build up and reach
high levels in buildings. The EPA sets the U.S. standard for radon inside build-
ings and homes at 4 pCi/L (picocuries per liter). However, the EPA recently
recommended that states with radon levels less than 4 pCi/L still pose a risk,
especially for smokers. The only way to determine if radon is present is to use a
radon test kit.

Radiation Misuse

Misuse of radiation can be disastrous and pose serious risks if exposure occurs.
Examples include nuclear accidents such as the 1979 Three-Mile Island partial
core meltdown; environmental radioactive pollution from past nuclear weapons
testing; inappropriate nuclear waste disposal from transportation; and storage,
loss, and abuse of radioactive sources. By effectively educating and raising the
awareness of the risks posed by radiation and radon, environmental health and
safety experts can protect the public’s health.
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Summary

Environmental public health practitioners are from various backgrounds and
share a common goal of protecting communities from environmental causes of
disease. Environmental epidemiology is a tool commonly used by environmental
health practitioners to assess morbidity or mortality occurrence and trends.
Analyses provide the scientific basis for policy decisions and for the evaluation
of control measures. Exposures to infectious pathogens, hazardous chemicals,
excess radiation, or environments that discourage physical activity can lead to
acute and chronic diseases. In the United States, the Environmental Protection
Agency and the Centers for Disease Control and Prevention play a key role in
identifying and monitoring environmental health concerns, collecting data, and
implementing guidelines and standards.
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Review Questions

10.
1.

. Review the state or local health department Web site and identify elements

of the ten essential environmental public health services.
Select an emerging infectious disease of interest and determine what activi-
ties can be taken by the human health, veterinary, and environmental health
sectors to collectively prevent the disease from spreading.

. Determine what barriers in your neighborhood discourage physical

activity.

Report on the concept of water solubility and lipid solubility and how this
influences absorption of a chemical in the body or into cells.

Develop a surveillance system based on an issue of your choice.

What is bioaccumulation? Identify a compound that bioaccumulates in the
food chain.

What is a maximum concentration level (MCL)? Look up the reference for
EPA National Primary Drinking Water Regulations and describe another
chemical not discussed in this chapter.

Describe the criteria air pollutants.

What are some things you can do to reduce ozone in the troposphere, espe-
cially on a hot day with air-quality warnings?

Describe how genomics will change how we study environmental health.
Discuss naturally occurring and anthropogenic sources of irradiation.
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CHAPTER 10

RISK AND EXPOSURE
ASSESSMENT

Vito Ilacqua, PhD

LEARNING OBJECTIVES

® Define and describe risk and exposure in the context of public health.

® Describe the components of a risk assessment and exposure assessment.
® |dentify the four major routes of exposure.

® Describe how risk is characterized.

® Understand how beliefs affect risk perceptions.

Legendary investor Warren Buffet has been quoted as saying, “Risk comes
from not knowing what youre doing,” implying that it can be reduced by
adequate knowledge. In the context of environmental and public health, risk can
also be reduced, or at least managed, through knowledge of its causes, mecha-
nisms, and magnitude. To understand its nature, we must first understand its
meaning: simply put, risk is a probability. In this case, it is the probability of an
adverse health outcome to an individual or population from a specific cause. For
example, we might hear that the risk of cancer from living near a nuclear power
plant is no different from the risk of cancer in the general population or that the
risk of lung cancer from a lifetime of smoking is far greater than the risk of lung
cancer in the general population. The notion of risk is intuitive enough to be
used even in everyday conversation, and yet it is quite problematic once we
examine it closely. How do we assign a number to these probabilities? How
do we use these numbers to make decisions? And what do they really mean for
cach of us?

This chapter presents an overview of the tools used to quantify risk. It also
describes how risk information is used to manage threats (particularly those of
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an environmental nature), design regulations, and communicate with the general

public.

Risk Assessment and Precautionary Principle

We are confronted by risk every time we do not know or understand the cir-
cumstances in which we find ourselves. In this respect, we always face some
degree of risk when dealing with the future because it 1s intrinsically unknowable
and beyond our control. There are two fundamental approaches to coping with
unknown risks to public health. One approach is to gather information about
the mechanisms by which undesirable effects occur so that the likelihood of their
occurrence following a particular decision may be estimated. The other approach
1s to decide that potentially harmful situations are to be avoided as a matter of
precaution, even (or especially) when insufficient information is available. The
former approach is taken by risk assessment, an attempt to identify and
quantify potential threats to public health. The latter approach is known as the
precautionary principle, which in its best-known form states that even in
the absence of full certainty about the extent and mechanisms of potential
threats, actions should be taken to prevent serious and irrevocable damage.

These two approaches are often considered to be in opposition to each other,
partly for political rather than scientific reasons. In the United States, risk assess-
ment is the primary strategy, whereas the precautionary principle has found
more ready acceptance in the European Union. In reality, and in practical
applications, differences are much less dramatic than would appear when they
are considered abstractly: both approaches are sensible, and public health is best
served by using one to complement the other. The precautionary principle
should not prevent investigation into the mechanisms of risk, the understanding
of which is useful to limit harm to public health. A risk assessment, on the other
hand, should not be used as a definitive indication that a particular course of
action 1s safe for public health. Such confidence would ignore the numerous
sources of uncertainty that are present in any risk assessment as well as the theo-
retical impossibility that anything is entirely safe and risk free.

Definition of Risk

Imagine someone is being rushed to the emergency room with acute poisoning
symptoms. What factors would you guess impact the person’s prognosis? Two
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factors you might think of are the type of poison and the amount received. In

fact, these two factors determine the most general operational definition of risk:
Risk = Hazard X Exposure

This fundamental equation remains true even in more subtle and complicated
circumstances. In other words, the probability of an adverse outcome (risk)
depends on both the intrinsic ability of the agent causing the risk to produce
harm (hazard) and the quantity of that agent that contacts the person(s) involved
(exposure). If both hazard and exposure are known, then calculating risk is a
simple enough operation. The difficulty, of course, is to obtain reliable measure-
ments of both hazard and exposure.

Misconceptions About Risk

Although we have defined what risk is, it is just as important to clarify what risk
is not. In particular, a quantitative estimate of risk obtained according to the
equation above is not to be interpreted or used as a prediction of the future.
This may seem confusing, but there are very good reasons why assessing risk
and predicting the future are entirely different endeavors.

The most important reasons a risk equation should not be used to predict
the future have to do with the nature of probability (recall from Chapter 6 that
risk is a probability). Imagine, for example, that the lifetime risk of cancer from
benzo(a)pyrene (BaP) in the diet of a particular population is 1 in 1 million. This
does not mean that if we examine 1 million people from that population, exactly
1 individual will be found with cancer resulting from BaP exposure. In fact, there
1s only a 36.8 percent chance (or about 1/e, for those with a passion for calculus)
that we will; there is a roughly equal probability that no cases of cancer at all
will be found, and some probability that we will discover 2 or more such people
among the 1 million people we examine. The observed frequency would match
the risk rate better if we examine larger populations, but it is always variable;
therefore, knowing risk is not sufficient to exactly predict an outcome. On the
other hand, a risk of 1 in 1 million also does not mean that it is negligible and
no one will develop cancer if we examine just a small population. As highly
unlikely as they might be, rare events do happen, and each individual in the
population does have a finite risk of developing cancer because of BaP exposure.
For the person who develops cancer, the risk would no longer be “negligible.”
In fact, for a population of just 1 individual, the meaning of probability (and
risk) becomes largely a metaphysical question, and the use of risk as defined here
1s perhaps best avoided.
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The second set of reasons a risk equation should not be used as a forecast
has to do with the procedure used to estimate risk and the assumptions made
along the way. We will discuss these procedures and their potential problems in
more detail below.

Finally, the information used to characterize both hazard and probability
1s a simplified selection of all the present information in the real world in the
same way that a city map i1s different from the city itself. There may be other
important factors affecting future outcomes that have not been (or could not be)
considered.

The purpose of this clarification is for you to understand that risk estimates
are best used in the context of risk management and that the numerical values
produced are less meaningful by themselves than when used in comparison with
other risk estimates. For example, if you computed the risk of mesothelioma from
asbestos exposure using a risk assessment, and then compared it to the results of
an epidemiological study of mesothelioma in the general population, you should
not expect to find the same numbers.

Components of a Risk Assessment

The process of determining risk quantitatively is called risk assessment. There are
four components to a risk assessment (Figure 10.1), which we will examine in
more detail:

1. Hazard identification, finding out (qualitatively) what the hazards
might be

2. Dose-response assessment, finding out (quantitatively) how potent an
agent 1is
3. Exposure assessment, finding out (quantitatively) the amount of contact

with an agent

4. Risk characterization, combining the information from the above
components

Hazard Identification

From early childhood we become familiar with threats to our health that we are
likely to encounter, typically echoed in parental recommendations. Identifying
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FIGURE 10.1 Components of Risk Assessment Considered in Their
Physical and Social Context
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what agents may cause harm is not always simple and straightforward, however.
There are tens of thousands of chemicals in current use, for example. Some are
mnocuous at even very large doses, and some are capable of causing severe toxic
effects in minuscule quantities. Furthermore, some hazards are very easily
detected and show their effects immediately (think of a hot stove), and others
require specialized equipment to be recognized and may take years or decades
to show their effects (think of the HIV virus).

A hazard can be an infectious agent (virus, bacteria, protozoa, or parasite),
a chemical or physical agent (radiation, noise), or something less neatly classifi-
able (the prions of Creutzfeldt-Jacob disease). Hazard identification is the first
logical step in risk assessment. Its goals are to (1) identify the potential effects
to human health and (2) understand under what conditions harm can occur.
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The process of identifying the potential hazards and classifying their possible
effects may rely on several disciplines, chemistry, epidemiology, microbiology,
virology, biochemistry, and qualitative toxicology, depending on the nature of
the hazard.

To better understand the effects of a chemical hazard, also called a toxic
agent, toxic chemical, or xenobiotic (literally, foreign to life), it is useful to examine
how an organism reacts when exposure occurs. At the risk of oversimplifying, it
can be said that, in general, the organism will try to get rid of the foreign agent,
if possible. The most universally effective mechanism of elimination is through
urine because the process in the kidneys involves forcing the entire water-soluble
component of blood out and then recovering only those molecules that are rec-
ognized as useful (a process much akin to that we might use to clean out a
refrigerator: taking all the items out and then putting back only those that are
still good). The method is highly flexible, thus the body can even rid itself of
chemicals it has never encountered before. To facilitate the process, however,
some chemicals need to be made more water soluble through metabolic reac-
tions, most of which take place in a dedicated organ, the liver (Figure 10.2). Even
though the process is highly effective, there are molecules for which an organism
possesses no enzymatic tool to render them more water soluble. These chemicals
(such as dioxins, or DDT) will accumulate indefinitely in the fatty tissues, increas-
ing the body burden over time. At other times, metabolism does take place, but
it leads to unintended consequences. An essential concept in chemical toxicology
1s that a chemical agent may not be directly causing an adverse biological effect,
but rather the by-products of its biological metabolism are responsible for the
adverse effects. An example would be the metabolism of ethanol, which leads to
the production of the more toxic acetaldehyde and lipid peroxides!'l. Another
example is the metabolism of chloroform (a common contaminant in chlorinated
water) to the much more toxic phosgene!”, which is so toxic that it has been
used in chemical warfare. Unfortunately, the cascade of biochemical reactions
that may take place in the body can be bewilderingly complex, and tools may
not exist to effectively predict these developments.

The actual process of identifying a hazard usually involves gathering the
preliminary information on the agent, including chemical and physical charac-
teristics and biological testing, and comparing results with epidemiological data,
when available.

Biological Testing

The most reliable method of obtaining information on the biological effect of
potentially hazardous agents is to produce empirical, experimental data. This
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FIGURE 10.2 A Simplified Schematic of the Mechanisms of Urinary
Excretion and Oxidative Metabolism of Toxicants
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effectively means exposing live organisms to controlled amounts of an agent and
observing the effects. Some may find the practice objectionable, but it is the only
available approach that can guarantee truly empirical information because our
knowledge of the vastly intricate biochemical mechanisms of the human body is

- " Unwanted
chemicals and
A

not sufficient to allow a satisfactory prediction of all the possible effects based
simply on chemical or biological information. To a large extent, we can reason-
ably predict in which tissues and organs a chemical agent will preferentially
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accumulate or even how fast it may be excreted using sophisticated mathematical
models called physiologically based pharmacokinetic (PBPK) models. But even
PBPK models cannot reveal the desired information on the possible effects of
toxic agents within tissues and cells.

There are many different types of biological testing, and their use is based
on the methods and the kind of information sought. To test for possible muta-
genicity (the ability to permanently alter DNA), for example, bacterial or yeast
cultures are used. In most other cases, mammals (primarily rodents) are used as
surrogates of humans because they are phylogenetically related to us, and at the
same time, their use avoids the ethically indefensible approach of exposing
humans to agents of unknown hazard. These animals are carefully bred and
selected to ensure a measure of genetic uniformity and are typically expensive
to purchase and maintain ($100 or more is not uncommon for an adult labora-
tory rat).

Conditions of exposure are varied in order to understand how they affect
toxicity because some effects may not be apparent immediately. A typical battery
of tests for chemical hazards will include the following:

1. Acute toxicity: a single high dose administered to determine lethality and
mmmediate effects

2. Chronic toxicity: regular exposures to low doses for the lifetime of the animal

3. Subchronic toxicity: repeated exposures at intermediate doses for medium-
term exposures (ninety days in rats)

4. Cancer bioassays: lifetime exposures to establish carcinogenicity (the ability
to cause cancer)

5. Reproductive toxicity test: exposure over two or three generations of animals
to determine potential interferences with reproductive health

6. Skin/eye tests: to establish if an agent is an irritant

7. Sensitization test: to establish if an agent is an allergen (different from an
irritant because it triggers an immunological response)

Additional tests may be performed for effects on a specific organ system,
such as neurodevelopmental toxicity, immunotoxicity, or endocrine toxicity
tests. In some cases, ecological toxicity tests are also performed to assess the
potential for bioaccumulation and biodegradation in the environment that could
result in indirect exposures and risks. It is worth pointing out that the same agent
can have a variety of different effects simultaneously, including cancer and acute
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toxicity, although the levels at which each type of toxicity occurs may vary sub-

stantially. For example, arsenic is a well-known toxic agent, used since antiquity
as a rapid poison (acute toxicity) and the method of choice in many a murder
mystery novel. At much lower levels, however, arsenic can also act as a carcino-
gen and as an irritant.

Epidemiology and Hazard Identification

In many cases, epidemiology can be used as a public health tool to help identify
potential hazards. If an association is noted between a particular morbidity and
specific exposures or behaviors, a previously unsuspected connection can be
made. For example, John Snow linked contaminated water to cholera in a classic
and early epidemiological work (see Chapter 1). The process can work the other
way around too, with hazard identification supplying plausible agents and mech-
anisms for epidemiological investigations through which we seek to determine if
a plausibly important agent actually does cause measurable deleterious human
effects. There are many examples of hazard identification preceding epidemio-
logical evidence, such as polychlorodibenzodioxins (PCDDs), whose toxicity has
been well understood even though effects in human population proved compara-
tively hard to document. There are both advantages and disadvantages to using
epidemiology in hazard identification. Some of the advantages include the ability
to observe effects in a human (rather than animal) population and the availability
of data without expensive toxicological studies. There are inherent drawbacks,
however. One of the most important limitations is that exposures in epidemiologi-
cal studies are not controlled as they can be in a laboratory, there is a much
greater uncertainty as to the amount of exposure, and they cannot establish a safe
level of exposure (other than none) no matter how many studies are performed.

Dose-Response Assessment

As noted, exposure to the same amount of two different agents may produce
drastically different results. Once the nature of the hazard is known, the goals
of the dose-response assessment are to find out (1) what levels of exposure lead
to what effects and (2) what levels of exposure produce no adverse effects. One
of the important results of hazard identification is whether an agent is or is not
a carcinogen. The determination of a dose-response relationship changes
depending on this difference, based on the concept of threshold. A threshold
is a level of exposure below which no effects can be detected. It may well be that
effects do occur below the threshold, but they are sufficiently subtle that we are
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unable to distinguish them from those observed in a nonexposed control. Cancer
and non-cancer effects differ in this respect: for non-cancer effects we assume a
threshold (however small) does exist, and for cancer effects we generally assume
that no threshold exists. Consequently, if these assumptions hold, for non-cancer
effects there must be a level of exposure that is essentially safe, and for cancer
effects any exposure, no matter how small, would increase risk. Although this
distinction is somewhat contentious, especially for radiation exposures it is
useful in practical applications. It is worth considering the biological reasons for
this distinction in more detail.

An agent without carcinogenic potential can exert its effects in a number of
different ways, but its effects are counteracted to some extent by the attempts of
the organism to eliminate it (as noted above), as well as by other mechanisms
used by the body to counteract its effects and maintain homeostasis. The lower
the level of exposure, the better able the body is to respond to the agent and
neutralize the undesirable effects. At some point, the exposure level is so low
that no effects can be detected. A carcinogen, on the other hand, acts by modify-
ing the genetic information of a cell (initiator) or by stimulating the growth of
a previously mutated cell (promoter). Modifications will not always occur, and
when they do occur, they may not be at a site in the genome that would lead to
cancerous transformation, a cell may be able to repair the damage to its DNA,
or the immune system may kill cells that have started replicating out of control.
However, both the carcinogenic effect and its countermeasures are hit-or-miss
events, rather than events based on the quantity of agents. There is a finite prob-
ability (albeit small) that even a single molecule of a carcinogen may initiate the
chain of events that lead to a cancer without being intercepted.

Non-Cancer Effects

In a typical dose-response assessment, several genetically similar populations of
test animals are exposed to different levels of hazardous agents, and any differ-
ences are noted with respect to a nonexposed control population. Each physi-
ological effect is measured separately, and results are plotted on a chart (see
Figure 10.3) using levels of exposure as an independent variable (x axis) and the
percentage of the exposed population displaying the effect of interest as a depen-
dent variable (y axis). Because the number of available populations of test animals
1s necessarily limited (recall the cost of each animal), intermediate points are
obtained by interpolation. Because exposure levels beyond a certain point
produce an effect in 100 percent of the animals, and exposure levels below
another point do not produce detectable effects in any animal, data points are
typically distributed on an S-shaped curve (Figure 10.3). In some cases, special
units (such as probit) are used to allow the points to fall on a straight line, but
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FIGURE 10.3 The Typical S-Shaped Curve Produced by Animal
Studies for Non-Cancer Effects

Note that the curve is produced by interpolation of experimental observations,
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the LDso, and it is usually calculated. The no observed effect level (NOEL), on the
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the nature of the relationship does not change. These are representations of the
dose-response relationship for each particular effect. In an acute toxicity study,
for instance, the effect of interest will be death, whereas in a sensitization test, it
will be the appearance of an allergic reaction. Notice that not all the animals,
even very genetically homogeneous animals in controlled conditions, will display
an effect at the same level of exposure. This variability within a population
reflects differences in genetics (still present), social status (where applicable), prior
history, and generally everything that makes an individual animal different from
another. This is an important characteristic of a dose-response relationship to
keep in mind when considering human populations as well.

Several different measures of toxicity can be obtained from the analysis of
these dose-response relationships. A common one resulting from acute toxicity
studies is the lethal dose for 50 percent of a population (LDs), normalized by
the weight of the animal, which can be used as a relative indication of acute
toxicity. The lower the LD;, (in milligrams per kilogram of body weight for
chemicals), the more toxic is the agent. For example, in rats, the LD;, of sucrose
(table sugar) is almost 30,000mg/kg!", whereas that of potassium cyanide
(another agent favored in murder mysteries) is 5 mg/kg"’, making cyanide almost
6,000 times more toxic than sugar. The example illustrates how any substance
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or agent can be considered hazardous at high enough doses, a principle identified
in toxicology as the dose makes the poison. It also shows that the inherent toxicity of
different agents can vary over several orders of magnitude.

Other useful measures of non-cancer toxicity are the lowest level at which
an effect is observed (lowest observed effect level, or LOEL) and even more
importantly, the level at which no effect is observed (no observed effect level,
or NOEL). In some cases, small amounts of an agent may actually produce
beneficial effects in the exposed animals, so it is more useful sometimes to identify
the no observed adverse effect level (NOALL). These measurements are
the essential benchmarks of toxicity used to establish risk guidelines.

Extrapolation of Animal Data
One of the downsides of using animals to assess dose response is that toxicity
thresholds are not established in humans. As similar as rodents may be to
humans, biochemical differences do exist. The use of primates, particularly the
great apes, who are virtually indistinguishable from humans from a biochemical
standpoint, might provide a better model, in theory. In practice, however, the
cost of a full battery of toxicological tests using primates would be prohibitive;
these tests in rodents, who are relatively small, prolific, and have short life cycles,
can already exceed $1 million!”. Furthermore, there is greater resistance in both
the general public and researchers to using primates rather than rodents as labo-
ratory animals.

Because we cannot know a priori what the differences are in the effects of
a particular agent, a solution has been found in the use of multiplicative factors
for extrapolation of dose-response studies from rodents to humans. Typically, a
multiplicative factor of 1/3 to 1/10 is used to account for possible biochemical
differences between humans and rodents, and another factor of 1/10 is used to
account for the possibility of greater population variability in humans compared
to rodents. These multiplicative factors are known as safety factors, and they are
applied to the NOEL or NOAEL observed in the most sensitive animal model
(mouse, rat, guinea pig). Thus, the corresponding safe levels in humans are up
to 100 times lower than that measured in laboratory animals. This quantity is
called the reference dose (RfD), and it is deemed the maximum acceptable
daily exposure in humans!. If studies were unable to produce a NOEL or
NOAEL, and only a LOEL is available, or if chronic toxicity studies are unavail-
able, a further factor of up to 1/10 is applied. The choice of values of 1/10 for
these uncertainty factors is regarded as conservative; in cases in which more
detailed information is available, larger factors (such as 1/3) might be applied,
following research reviews by expert panels.
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PUBLIC HEALTH CONNECTIONS 10.1
REFERENCE DOSE (RFD) CALCULATION

1. The most sensitive effect in animal tests for vinyl chloride (an agent used in
chemical manufacturing) has been reported in the liver of rats, with a
NOAEL of 0.09 mg/kg/day, during chronic exposures!®. A safety factor of
1/3 is then applied to account for differences between humans and rodents,
and another 1/10 for sensitive individuals (i.e., potentially greater variability
in humans). The reference dose was then calculated as

RfD = 0.09 mg/kg/day x1/3x1/10 = 0.003 mg/kg/day

2. Changes in body weight were reported as the most sensitive effect in rats
exposed to nickel for two years (chronic exposure), with a NOAEL of 5mg/
kg/day™. A safety factor of 1/10 is then applied for differences between
humans and rodents, another 1/10 to protect sensitive individuals, and 1/3
to reflect inadequacy in reproductive toxicity studies, as judged by the U.S.
Environmental Protection Agency expert panel. Therefore,

RfD = 5 mg/kg/day x1/10x1/10 x 1/3
= 0.02 mg/kg/day (with rounding for significant digits)

The use of these safety factors may seem arbitrary, but it is strictly precau-
tionary, with its goal as public health protection rather than exact knowledge. It
1s worth noting that such safety factors are used in other disciplines where pro-
tection from failure is more important than efficiency. Thus buildings and bridges
are routinely designed with greater structural specifications (and more materials)
than are strictly necessary to stand; military plans usually commit more forces
than deemed necessary to achieve an objective; and (responsibly) calibrated
bungee jumping cords can withstand greater mechanical stress than expected
with a particular participant. This is a concept called redundancy, and it is even
more Important in risk assessment because the magnitude of the variability
accounted for by these safety factors is actually unknown.

Cancer Effects

The development of dose-response relationships for cancer effects is similar to
that for non-cancer effects in chronic studies, but with the underlying assumption
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that no threshold exists. This assumption is actually debated, and in several
studies™*""! there is evidence that a threshold does exist or even that small
levels of exposure may produce beneficial effects, a concept known as horme-
sis. Nevertheless, the assumption of no threshold is generally applied, both for
precautionary reasons (since evidence to the contrary is very limited) and for
practical reasons. In fact, one of the difficulties of performing dose-response
studies for cancer effects with laboratory animals is that the low-probability
occurrence of cancers at low exposure levels requires impractically large popula-
tions of animals. The assumption of a linear response (see Figure 10.4), on the
other hand, allows the extrapolation of risk from exposing animals at several
very high levels, far higher than that which humans are likely to encounter. The
slope of the dose-response line is taken as a measure of carcinogenic potential,
and for toxic chemicals, it is usually given as probability of cancer per unit of

FIGURE 10.4 Typical Results of an Animal Study for Cancer Effects

Experimental observations are possible only at high levels of exposure because
observation of effects at low doses would require impractically large populations.
A linear dose response is assumed by extrapolating high-dose observations. The
actual form of the dose-response relationship at low dose is unknown and could
conceivably assume other nonlinear shapes, perhaps with a threshold (patterns A
and B). If the dose-response relationship dipped below the background cancer
level observed in controls (B), exposure at low levels would actually be beneficial
(hormesis).
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daily dose, in units of (milligrams per kilogram of body weight per day)™'. This
measure 1s commonly, and descriptively, called the cancer slope factor (CSF).
Greater slope factors imply a greater carcinogenic potential. For example, the
CSF for 2,3,7,8-tetrachlorodibenzo-p-dioxin (TCDD) has been calculated
at 1.5 x 105 (mg/kg/d)”" ! whereas that of arsenic is 100,000 smaller at
1.5 (mg/kg/d)™ "%,

Exposure Assessment

The levels of exposure to hazardous agents can be controlled easily among
experimental animals in laboratory conditions, but knowing to what levels
human individuals and populations are exposed presents challenges of its own.
The discipline concerned with understanding the mechanisms of exposure and
determining the levels of potentially hazardous exposures to various agents is
called exposure science, and the process used to achieve that understanding
is called exposure assessment. The concepts and findings of exposure science
are essential to disciplines other than risk assessment, especially environmental
epidemiology and occupational health. In the context of an exposure assessment,
exposure is defined as the contact between an agent (chemical, physical, or
biological) and a target (such as a person) at its boundary over a certain period

[14

of time!". The concept is most easily understood for chemical agents. For

example, a person breathing air that contains carbon monoxide is making
contact with that agent both on his or her skin (the boundary) and through
inhalation (boundary is the entrance of the airways).

Exposure Routes and Pathways

As for the case of carbon monoxide, there are several ways in which exposure
may occur and several mechanisms for an agent to enter the body. There are
four distinct mechanisms for entry in the body for a chemical agent, called
routes of exposure:

1. Inhalation: breathing in
2. Ingestion: eating or consuming
3. Dermal absorption: passing through the skin

4. Puncture: piercing skin and other layers (as in a needle stick)
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It is possible for an agent to enter the body through two or more routes
simultaneously. For instance, polycyclic aromatic hydrocarbons (PAHs) are pro-
duced as combustion by-products by anything from a furnace, to a cigarette, to
charred burgers, and they are emitted in the air on fine particles. When those
particles deposit on soils, water, or vegetation, PAHs can be taken up by organ-
isms that ingest or absorb them and accumulate them in their tissues. We can
then receive an exposure to PAHs both through inhalation, as they are by-
products of combustion, and through ingestion, as these chemicals can be taken
up and accumulated by organisms that are part of our diet. The sum of all the
exposures through different routes is called total exposure. In many cases,
however, one or two routes dominate the total exposure, whereas others may
contribute negligible amounts. To continue the example of PAHs, the general
population in the United States has been estimated to receive 1-5ug/day
through ingestion and 0.16 plg/day through inhalation, whereas dermal absorp-
tion is deemed negligible!"”!
contribute as much as 15 g/day through inhalation.

Knowing the route(s) of exposure is important because the toxicity of an

. Smoking, however, may change this pattern and

agent can vary with exposure through different routes due to the different ability
of the organs to absorb and metabolize toxic agents. For instance, absorption of
inorganic mercury through inhalation is about 75 percent, but through ingestion
it is less than 15 percent!"”. In addition, different routes of absorption may cause
the agent to be routed through different organs (such as the liver) before being
distributed through the rest of the body. In general, toxicological benchmark
levels like NOAEL can be different for different routes of exposure.

From the standpoint of managing risk, it is also important to know how an
agent reached a target from its original source. For instance, how does mercury
emitted from coal power plants end up in tuna fish and eventually enter the diet
of human populations? The sequence of processes and events that lead from
a source to an exposure is called pathway of exposure, and it is traditionally
the object of environmental science. These exposure pathways can be com-
plex and sometimes lead through unexpected and surprising mechanisms.
Children, for example, can receive high exposures to lead, a metal known
to cause neurodevelopmental effects including reducing 1Q), by ingesting soil
and dust contaminated by chipping paint in older houses where lead-based paint

was used!”].

Exposure, Contact Rate, and Dose

Intuitively, the greater the concentration of an agent in the medium of contact
(air, water, food) and the longer the duration of the contact, the greater the
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FIGURE 10.5 Exposure Is Defined as the Product of Concentration
and Time at Any Given Instant

Because concentration can change over time, exposure over a time interval of
interest can be obtained by adding exposure in as many smaller time intervals as
ded. E: is ically represented in the chart by the tan area.

p

Concentration

Time

amount of the agent that can be absorbed and the greater the potential for any
adverse effects. To account for both of these factors, exposure is mathematically
defined as the product of concentration and duration of contact. Because the
concentration may vary with time, different exposures may be computed for
different time intervals and added to obtain the exposure for the entire duration
of interest (see Figure 10.5). Yet, exposure does not convey the amount of
an agent that actually crosses the contact boundary and enters the body, a
quantity known as dese. The two concepts are connected through the contact
rate, the amount of contact between the body and the medium that contains
the agent:

Dose = Exposure X Contact rate

An example of contact rate is the inhalation rate, the amount of air an
individual breathes per unit of time. Other examples are the rate at which one
consumes milk or the absorption rate of a chemical through the skin. In most
cases, these contact rates vary not only between individuals according to sex,
age, ethnicity, and other factors but also by the specific activity that a person is
performing. While jogging, for instance, a person’s inhalation rate is much
higher than while sleeping. In exposure science, the specific activities that people
perform in their daily lives, their duration and frequency, are referred to as
time-activity patterns, or simply as activity patterns.
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PUBLIC HEALTH CONNECTIONS 10.2
CALCULATING EXPOSURE AND DOSE

A person breathing air that contains 15mg/m? of carbon monoxide (CO) for 2
hours while doing light activity might breathe at the rate of 0.8 m?/hr. The per-
son’s exposure will be

Exposure = 15 mg/m?> x 2 hours = 30 mg hr/m?

The dose of carbon monoxide that they will receive during those 2 hours is:

Dose =30 mg hr/m*x0.8 m?/hr = 24 mg

Estimating Exposure

From the definitions of exposure, dose, and contact rate, a rather inconvenient
conclusion can be drawn: to estimate the total exposure levels of an individual,
which are needed for risk assessment or epidemiology, it is essential to know the
concentration of the agent of concern in all the media (air, water, soil, dust, and
every food) that the person has come into contact with, as well as what that
person was doing and where he or she has been. This information burden is
correspondingly expanded when the exposure of a population is sought, and it
explains the difficulty and cost of such undertakings. Several different approaches
have been developed to make this information more manageable, and these are
categorized as direct and indirect methods of exposure assessment. Both types
of methods rely on statistical selection of individuals within a population that are
representative of its variability in terms of age, sex, socioeconomic status, geo-
graphic location, and other parameters!'”: in other words, a representative
sample. Although this statistical sampling approach works well, it is wise to
remember that some pathways of exposure are so surprising and hard to imagine
at the study design stage, and may affect such specific populations, that repre-
sentativeness is never truly guaranteed.

Direct Methods

The direct approach to measuring exposure consists of following the selected
individuals for a period of time (with their consent) and measuring the agent(s)
of interest in every medium he or she comes into contact with by taking appro-
priate samples. Specific methods differ based on the route of exposure.
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Inhalation Participants are asked to wear a relatively small portable air sampler,
usually consisting of a pump and a collection device, such as a filter or chemical
trap. Air is drawn from the breathing zone of the person, and participants must
wear it at all times, wherever they go, including their workplace. Because such
devices can weigh 1-2kg and generate a substantial amount of noise and vibra-
tion, this method can be a burden, and the duration of the study is necessarily
limited. For a few agents, it is possible to use passive samplers that do not rely
on a pump and are therefore much lighter and easier.

Ingestion Study participants are asked to set aside a sample of everything they
eat or drink (split sample) or to prepare or purchase additional amounts of food
(duplicate sample). Samples are then collected and analyzed for the agent of
interest. It is important that the food sample undergo the exact preparation as
the food the participants actually eat because some contamination may occur
during preparation rather than from the original ingredients. Careful compli-
ance by the study participants is essential in this method.

Dermal Participants are asked to wear patches of material that simulate the
property of the skin, and the amounts of agents (usually in dust particles) col-
lected on these patches is scaled to the skin size to determine the overall dermal
exposure. Many factors can affect the reliability of this method, and the similarity
between patches and skin is far from perfect. Alternatively, the skin is washed at
regular intervals with an appropriate solvent (such as rubbing alcohol), and the
liquid is collected and analyzed. This is especially useful for hands, for example.
Even a thorough washing, however, may not completely collect the agent from
the skin.

An alternative and still direct approach to these methods is to measure the
amount of an agent that is already inside the body by taking samples of bodily
fluids, such as blood or urine, or tissues, such as adipose tissue or hair. The agent
or any of its by-products measured in these samples is called a biomarker. This
approach is familiar and commonly used for workplace drug testing or antidop-
ing testing in professional sports. Biomarkers can provide useful information, but
they are far from a perfect answer to every exposure question. The primary
limitation is that they do not convey information on the route of exposure, only
on total exposure. Another important limitation is that, due to the body metabo-
lism and excretion, biomarkers for exposure to certain agents may be available
for only a limited time. Cost and difficulty of the analysis are also to be con-
sidered, as is the willingness of participants to provide samples (easy for hair or
urine, harder for blood or fat tissue samples). Finally, individual differences
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(genetic or lifestyle) in metabolism may lead to different biomarker concentra-
(18]

tions, even with similar exposures
Indirect Methods

In many cases, the cost and burden of direct methods may render them impracti-
cal, particularly in large studies. Indirect methods are based on measuring con-
centration in a few representative locations or rely on existing data for
concentrations in environmental media. Indirect methods also use known contact
rates and activity patterns to determine exposure. For example, to estimate the
ozone exposure among people living in Manhattan, one might use the monitor-
ing network of the state of New York and use the daily ozone concentration
collected at sites in the area. Then, making the assumption that people in
Manbhattan breathe at the same rates as people measured in published studies,
one could use daily average inhalation rates to produce an estimate of the dose
of ozone in Manhattan. This approach is simple, cheap, and places no burden
on the population. The obvious downside is that it does not yield an empirically
determined exposure; rather, it is based on a series of assumptions. In particular,
it assumes a few monitoring sites represent the entire area of interest. This
assumption may at times be correct, but the limited number of monitoring sites
within the area limits the ability to capture the true patterns of ozone concentra-
tion. Worse, in some areas of interest there may be no monitoring sites available,
or the agent of interest may not be monitored at all.

Time-Activity Patterns

Knowledge of time-activity patterns is essential for both direct and indirect
methods of exposure assessment, particularly if we want to identify the reasons
for certain exposures. For example, if a personal air sampler captures particularly
high levels of exposure to suspended particles between 5:00 and 5:30 p.m., it is
useful to know where the study participant was and what he or she was doing.
To characterize time-activity patterns for an individual or in a population, which
1s done with a statistically representative sample of people, several methods can
be used. One of the simplest and most common approaches is to interview study
participants using a questionnaire. The ability to recall times and events, even
within a recent time frame, is relatively limited, however, and subject to numer-
ous biases. In particular, people typically remember unusual events and situa-
tions better than they recall ordinary ones. In exposure assessment, however, it
generally is the ordinary experiences that are of the most interest. To avoid this
recall bias, participants may be asked to keep a diary of their activities. These
diaries may be a form to be completed at prescribed times or perhaps be an
online reporting system!'”. The disadvantage of a diary is that it can prove bur-
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densome for participants, especially if the prescribed time intervals are short.
More sophisticated methods include the use of data loggers!'**"}
ticipants simply press a button to indicate their activity, and the use of GPS-
capable devices to track the location of the study participants”". Finally, to avoid

, on which par-

reliance on participants’ actions, researchers may opt to physically observe and
videotape a participant’s activities for a certain period. This option is very objec-
tive and reliable but takes a lot of observer hours and is intrusive, and partici-
pants may act differently when they know they are being observed. Nevertheless,
it has been successfully used with young children, who generally ignore the
camera once the novelty has worn off*?,

Much information has been collected over the years about a wide array of
activities of interest. Data are available for the general population regarding the
frequency and duration of activities as diverse as showering, commuting, garden-
ing, eating meats or dairy products, sleeping, and swimming in public pools. The
EPA compiled these data in an essential publication for exposure science, the
Exposure Factors Handbook (see Resources). The need to factor in activity patterns,
which strongly depend on social and behavioral characteristics, as well as the
individual differences within a population during an exposure assessment, makes
the quantification of exposures interesting and challenging and partly explains
why exposure assessment is often the weakest aspect of environmental epidemio-
logical studies.

Risk Characterization

The final step in a risk assessment is to integrate the information from hazard
identification, dose-response assessment, and exposure assessment to produce an
estimate of risk that may be used by risk managers to make decisions and set
regulations. At its most basic, a risk characterization estimates the risk to a
population from a specific level of exposure to a particular agent. A detailed risk
characterization, however, needs to take into account the following:

o the nature of the risks involved (such as cancer versus non-cancer)
e the quality of the available evidence

o the size of the affected populations

e the possible presence of especially sensitive, or especially highly exposed
subpopulations

e the uncertainty of dose-response and exposure assessments
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For non-cancer effects, exposure below the reference dose is not expected
to produce any undesirable effect. However, it may be important to assess at a
glance how close to the risk threshold an individual or a population may be. The
ratio of the chronic (lifetime) daily intake calculated from exposure assessment
to the reference dose is called the hazard index (HI).

Hazard index = Exposure dose/reference dose

A hazard index much smaller than 1 indicates that exposures are far from the
critical level defined by the RfD so there 1s an ample margin of safety in public
health protection. Conversely, an HI close to 1, or worse, above 1, indicates that
steps must be taken to reduce exposures®’.

For cancer effects, no level of exposure is considered safe, and risk charac-
terization produces estimates of risk based on the observed exposure. Traditionally,
risk characterization produced point estimates, or single values that expressed
the average risk from a hazardous agent given the estimated exposure. This
approach is quick and simple but somewhat unsatisfactory, especially in regard
to risk in specific subpopulations. In more recent years, the limitations of this
approach have led to the production of statistical distributions of risk within a
population such that the range of possible risks and the size of the populations
mvolved for each level of risk are properly represented. This may be accom-
plished through such techniques as Monte Carlo simulations, in which a large
number (around 10,000) of individual risk scenarios are created by drawing from
the exposure assessment data according to their probability”!. In addition, as
you may have noticed at several points in this chapter, much of the information
supplied by exposure and dose-response assessments contains important ele-
ments of uncertainty and ambiguity. A risk characterization that does not convey
this uncertainty information is unintentionally misleading (at best), or deliber-
ately manipulative (at worst), because the amount of uncertainty alters the con-
fidence that decision makers have in the data and may well affect the outcome
of any risk management process.

PUBLIC HEALTH CONNECTIONS 10.3
RISK ASSESSMENT

Consider the simple scenario of a person weighing 70kg and drinking water that
contains arsenic at 10ug/L at the rate of 2L/day for a lifetime (80 years), with no
other exposure. Arsenic has both cancer and non-cancer effects.
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Exposure Assessment

This person has a constant exposure through his life. The dose of arsenic can be
calculated as

10 nug/L x80 yrx365 days/yrx2L/day = 584,000 ug

If we want to express this as an average daily dose per unit of body weight,
we could calculate

Lifetime average daily dose = 584,000 1g/(80 yrx365 days/yr)/70 kg
= 0.286 ug/kg/day

Non-cancer Effects

The RfD for arsenic is 0.3 g /kg/day. The hazard index (HI) is then
HI=0.286/0.3=0.952

Because the Hl is less than 1, no harmful effect is expected; however, we are
not especially confident in this judgment, given the proximity to 1 and the pos-
sible uncertainty in our estimate that we have not factored in.

Cancer Effects

The cancer slope factor for arsenic ingestion is 1.5 (mg/kg/day)™, so we estimate
risk as

Risk = Hazard x Exposure
=1.5(mg/kg/day) ' x 0.286 ng/kg/day x 0.001mg/ug=4.3 10

In other words, drinking water containing this level of arsenic would increase
this person’s odds of developing cancer during his or her lifetime by about 4 in
10,000.

Risk Management

Simply knowing what risks are associated with various hazards and what levels
of exposure may be safe is not enough. This information must be applied to
make policy decisions, set regulations, choose manufacturing options, determine
what to do after accidents, and most importantly, limit risk to public health.
These decisions require more than scientific knowledge because they have the
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potential to affect social, economic, and lifestyle aspects of individuals, busi-
nesses, and communities and depend on the value preferences and risk tolerance
of a society. The people, institutions, and groups that may be affected by a risk
management decision are referred to as stakeholders. The involvement of
stakeholders in the risk management process adds a degree of complexity (see
Figure 10.1), and yet this involvement is important to ensure the success of a
risk-based decision. Stakeholders are often those whose compliance will be
needed for a policy to be implemented after a decision has been made, and
although they may seck primarily to protect their own interests, their involve-
ment can help them feel invested in the success of a policy. Just as importantly,
stakeholders may have unique perspectives and knowledge to contribute to the
risk management process; for example, knowledge of a specific local community
or of technological options.

The basic principle of risk management is that the scope of the action is
limited to managing exposures. The hazard component of risk is strictly depen-
dent on chemical, physical, and biological realities that are not susceptible to
change or regulation. Because risk is a product, however, it can be made arbi-
trarily small (in principle) by limiting exposure: in the extreme case, with no
exposure there is no risk, by definition. Regulatory standards for agents with
only non-cancer effects are usually produced by working back from the RfD and
the exposure levels to set maximum allowable concentrations that do not cause
exposures to exceed the RfD. In the arsenic example (see Public Health
Connections 10.3), one might set the maximum allowable concentration at
10pg/L, for example. However, exposure levels within a population differ,
sometimes by orders of magnitude, and a decision needs to be made on what
fraction of the population can realistically be protected. Because setting lower,
more protective limits comes at a higher cost, we might ask whether it is fair for
a majority to bear higher costs to protect the health of a very small minority
whose exposures (or susceptibility) are especially high. The concepts of social
justice (see Chapter 1) are called into play here, and the answer will reflect the
specific preference of a society as well as the reasons behind these extreme
exposures.

When cancer hazards are involved, the situation can be even more complex,
and managing risk requires a decision on what risks are acceptable, a definition
that has changed over time and in different situations. One might consider zero
risk to be the only acceptable option, or perhaps the best technologically achiev-
able level of risk is acceptable. In other situations, a level of risk that does not
entail excessive economic burden is agreed upon, or a specific small number is
selected, such as 1 in 1 million. It is important to realize that all these definitions
may have a proper place. For example, if it is technologically feasible to remove
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a carcinogen completely from drinking water, then setting the goal of risk from
that hazard at zero may be appropriate. If, as is more often the case, exposure
cannot be completely eliminated, concepts such as the best available control
technology (BACT) or the lowest achievable emission rate (LAER) are invoked
by legislation such as the Clean Air Act (which is not based on risk). In other
cases, the costs involved in eliminating exposure might have such dire conse-
quences that they would completely outweigh the risks that are being managed.
For instance, it is possible to drastically cut the risks of exposure to suspended
particles in the air by closing down every fossil-fuel power plant. Without a ready
substitute, however, the lack of available energy for heating and other necessities
and the ensuing economic upheaval are nearly guaranteed to produce many
more casualties than the carcinogenic particles may be producing at present.

These comparisons of risks for different scenarios highlight one of the most
important features of risk management, namely the relative nature of risk esti-
mates. Although risk estimates are not necessarily an exact expression of our best
knowledge, the fact that they are obtained through a consistent procedure makes
them comparable. This is, in fact, the best use of risk assessments: to compare
risks rather than focus on the specific magnitudes of estimated risks. In other
words, it is far less important to know that the risk from current exposures to
agent X in a population is, say, 107", than it is to know that that risk is 2,500
times greater than that from present exposures to agent Z. This relative com-
parison allows us to set priorities in policy and interventions.

The use of specific numbers as a definition of acceptable risk has found
consistent application in the environmental regulatory framework of risk man-
agement in the United States. The Comprehensive Environmental Response,
Compensation, and Liability Act of 1980 (better known as Superfund), for exam-
ple, required that cleanup of toxic waste sites be undertaken if the lifetime cancer
risk to the affected populations exceeds | in 1 million. This number has achieved
a perhaps undeserved popularity, and it is often used in the public discourse as
a synonym for acceptable risk, despite the fact that no societal feedback has ever
been solicited on such a figure and that it is not even clear how it was originally
produced™!. Ranges of numbers for acceptable risks are best used to allow risk
managers sufficient flexibility, taking into account that the background lifetime
cancer rate in the United States and other developed countries stands at between
1 in 2 and 1 in 3?7 thus even additional risks of 1 in 10,000, for instance,
cannot be said to appreciably increase that rate.

One of the limitations of risk assessment and risk management is that the
risk for each individual agent is estimated and managed on its own, as if it were
independent of any other risk. In reality, people are exposed to many different
hazardous agents at the same time, and it is possible for some of these agents to



m PUBLIC HEALTH FOUNDATIONS: CONCEPTS AND PRACTICES

interact, either by adding to each other (additive effects), enhancing one
another (symergism), or counteracting (antagonism) onc another’s effects.
These interactions are not easily captured by the present mechanisms of risk
assessment, even though we are aware of the potential interactions in many cases,
such as the synergistic interactions of tobacco smoke with asbestos or radon.
Much remains to be done in this area of risk assessment.

Risk Communication

As a part of stakeholders’ involvement in risk management, it is important to be
able to communicate the technical knowledge derived from risk assessment and
its components to larger audiences. In addition, successful behavioral change
through public health campaigns requires communication of risk information to
the general public to be effective. Technical experts often dislike such risk com-
munications because of the great effort they entail®), In turn, this attitude results
in mistrust of experts on the part of stakeholders and the general public, who
may resort to less reliable and less objective sources of information. Yet, this
need not be the case. Considerable research effort has been dedicated to under-
standing the most effective ways to communicate risk, what barriers may be
present, and how they can be avoided.

Actual Versus Perceived Risk

One of the important barriers to risk communication lies at the receivers’ end
of communication, and it is effectively described by the concept of cognitive
dissonance. This is the idea that we find it hard to hold conflicting information
in our minds and therefore need exceptionally convincing evidence to change
our mind on a particular issue and reject a previously held belief. As it turns out,
we hold numerous beliefs about the nature and magnitude of the risks we face
in our lives. These beliefs affect our risk perceptions and prevent us from accept-
ing new information about the risks we face. In particular, the following are some
of the factors that distort our risk perception®”:

e Control: We are inclined to underestimate the magnitude of risks over
which we perceive we have some form of control and overestimate those
for which we lack control. Thus we may fear airplane crashes much more
than automobile accidents, even though the latter is ten times more likely per
mile traveled.
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® Voluntary versus involuntary: We underestimate the risks we choose to
take, such as smoking or skydiving, and overestimate those forced upon us,
such as catastrophic industrial accidents or residual pesticide exposure.

e Natural versus manufactured: We generally prefer and underestimate
risks from natural causes over those of anthropogenic nature; thus, we’d rather
move to Denver, Colorado, and endure its higher background radiation than
move next to a nuclear power plant, a far less risky option.

e Familiarity: New or exotic risks such as SARS or terrorism are perceived
as being worse than those risks we are acquainted with, including X-rays or
cating peanut butter.

® Scale: We are more moved by single events that kill a large number of people,
such as a tsunami or plane crash, than by many events that kill a small number
of people at a time, such as occupational accidents.

® Proximity: We are more moved by events affecting people we know
than those affecting strangers, especially those living in faraway, unfamiliar
places.

® Dread factor: Some hazards simply evoke more intense emotional response
than do others, such as radiation or hemorrhagic fevers like Ebola versus the
less terrifying but more likely diabetes or malaria.

It is important to realize that these perceptions affect our mind naturally,
and absent contrary evidence, even risk experts are subject to these distortions.
Recognizing that these perceptions are natural, rather than simply a product of
ignorance, is a first step in developing a solid, open communication strategy.

Guidelines for Effective Risk Communication

The first step when communicating risk is to accept that the public may not
simply be uninformed and governed by prejudice but rather may have different
sets of concerns and values. It is also important to understand that resistance to
information from sources that are not trusted (such as a spokesperson from an
academic or government organization) is quite natural, and risk communicators
themselves tend to question such information. Furthermore, it must be clear that
the goal of good risk communication is not necessarily persuading the target
audience to a particular point of view but rather making sure that the under-
standing of the issues of concern has increased and that the people involved are
informed*..
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In order to convey technical information to the public, it is often effective
to convert abstract information to a concrete form that nontechnical audiences
may be able to relate to without prior knowledge. An example of this approach
1s to convert risk given as a probability to risk given in form of years or days of
life lost. As a bonus, such a concept incorporates information about the age of
people involved, so that the deaths of younger people receive proportionally
more weight, reflecting a common societal preference. The World Health
Organization use of disability adjusted life years (DALY5) is an example
of a technical measure of risk that can be readily understood by larger audiences
and yet holds great advantages even for the expert’s own use. Developing easy
and clear communication tools 13 often hard work and requires a deliberate
effort, but these efforts pay off in terms of effectiveness and credibility.

For environmental risks in particular, the EPA has developed a set of car-
dinal rules to serve as guidelines for effective risk communication to the general
public, although they may be useful for all stakeholders and different types of
risk (see Resources for additional information):

1. Accept and involve the public as a legitimate partner.

. Plan carefully and evaluate your efforts.

. Listen to the public’s specific concerns.

. Coordinate and collaborate with other credible sources.

2

3

4. Be honest, frank, and open.
5

6. Meet the needs of the media.
7

. Speak clearly and with compassion.

Following these or similar guidelines, along with an attitude of acceptance
for the public’s attitude and the use of concrete references, can help improve
risk communication and prevent the mistrust/misinformation cycle. It is also
worth remembering that risk communication is a field of research in itself and
that those selected to communicate risk should deliberately dedicate time and
effort to become familiar with its findings and tools rather than improvise the
transformation from risk assessor to risk communicator.

Summary

The concepts and methods of risk assessment are used to manage potential
threats to public and environmental health. Risk, the probability of an adverse
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health outcome, can be estimated through a series of steps: hazard identification,
dose-response assessment, exposure assessment, and risk characterization.
Hazard identification investigates which agents (chemical, physical, or biological)
may result in health problems. Dose-response assessment is the process of deter-
mining, primarily through testing on animals, at what doses these hazardous
agents lead to adverse health effects and at what doses they can be considered
safe. There are important differences between agents that may cause cancer and
those that do not, most importantly the fact that no doses can be considered
entirely safe for carcinogens. There are also important differences between indi-
viduals in the levels that each can tolerate without harm. Exposure assessment
1s the process of determining the actual doses of hazardous agents that specific
individuals or populations are likely to receive from their environment and
through their activities. This is typically accomplished by observing and measur-
ing contact between people and hazardous agents or by monitoring the levels of
these agents in environmental media. Finally, risk characterization combines the
information from the dose-response assessment and exposure assessment to
produce quantitative estimates of risk from hazardous agents.

Estimates of risk are used to set regulatory limits for toxic agents in air, water,
food, and other media at levels that are considered protective of public health.
They are also used to issue permits, determine if cleanup interventions are
needed, and prioritize resources. Such decisions are complex and require con-
sidering competing risks, economical welfare, and societal preferences for and
tolerance of different risks. For these reasons, it is important for public health
officials involved in risk assessment to adequately communicate risk information
to other stakeholders involved in these decisions and to the general public. Risk
communication is discipline of its own, requiring considerations about human
perceptions of risk and methods to ensure trust between the risk assessors and
their intended audiences.

Resources

Health Canada Risk Assessment website: A compact review of risk assess-
ment, including a more detailed look at risk from physical agents (radiation) than
addressed 1in this chapter. www.hc-sc.gc.ca/ewh-semt/pubs/radiation/98ehd-
dhm?216/assessment-evaluation-eng.php.

Exposure Factors Handbook: The definitive compilation of contact rate
and time-activity studies, for exposure research. http://cfpub.epa.gov/ncea/
cfm/recordisplay.cfm?deid=12464.

Sigma-Aldrich, material safety data sheets: Information on physical,
chemical, and toxicological characteristics of a variety of chemical agents is best
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obtained from the manufacturers. This site is especially comprehensive.

www.sigmaaldrich.com/site-level/msds.html.

ATSDR, toxicological profiles: Detailed studies on toxicological char-

acteristics, pathways of exposure and risk estimates for a variety of chemical
agents. www.atsdr.cdc.gov/toxpro2.html.
U.S. EPA cardinal rules of risk communication: Fundamental rules

for risk communication explained. www.epa.gov/CARE/library/7_cardinal

rules.pdf.
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total exposure, 246

1. Researchers in the agricultural division of a chemical company have devel-
oped a new, exceptionally effective pesticide to protect wine grapes from
mold. Explain what specific steps they should now take to establish limits

for its safe use.

2. Imagine that chocolate ice cream had been subjected to toxicological tests

such as those used for hazardous agents and that its LD5, had been set at
50g/kg and its NOAEL at 10g/kg. How much chocolate ice cream could
you consume, in total? If potato chips had an LDs, of 60 g/kg and a NOAEL
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of 5 g/kg, which would you say is more toxic, chocolate ice cream or chips?

Explain.

3. Using the resources suggested in the chapter, find the toxicological informa-
tion for benzidine, a chemical that was used in the production of dyes. What
are the reference dose, cancer slope factor(s), and LOAEL (or NOAEL)? What is
the combined value of the safety factors used to derive a reference dose?
Explain.

4. Do you think it is possible for two people living in the same place, breathing
the same air, eating the same food, drinking the same water, and performing
the same activities to be exposed to different doses of a chemical agent in
their environment? Why or why not?

5. Why is collecting data about the concentration of hazardous agents in envi-
ronmental media (air, soil, food, water, etc.) not sufficient to characterize
the exposure and risk from that agent? What else must be known?

6. How would you measure your own exposure to polycyclic aromatic hydro-
carbons (PAHs) present in air, food, soil, and dust, if you had access to
adequate equipment? Explain your procedures.

7. Why is the hazard index calculated without taking into account carcinogenic
potential?

8. Calculate the hazard index and the lifetime cancer risk from exposure to
the pesticide chlordane for a person weighing 55 kg (1211b.) who is ingesting
0.01 mg/day as a residual on food for a lifetime of 80 years. The reference
dose of chlordane is 5 X 10™'mg/kg/day, and the cancer slope factor is
0.35 (mg/kg/day)”". Would you be more concerned about acute, short-
term effects, or the risk of cancer from chronic exposures? Justify your
interpretation.

9. Why is the relative magnitude of risks from different hazards generally more
important than the absolute value of risk estimates?

10. Find information on the Web about a specific Superfund site (check the U.S.
EPA Web site), including the details of the contamination and the toxicology
of the agent. Then imagine you are the public health official in charge of
communicating risk information about this site to local citizens. Write a
one-page executive summary for the city authorities and a list of talking
points for the person presenting the results at a town hall meeting.
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CHAPTER 11
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SCIENCES IN
PUBLIC HEALTH
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LEARNING OBJECTIVES

® Express the purpose and goals of social and behavioral science in public health.

Discuss the roots of social and behavioral science.

® Understand the importance of taking a social-ecological approach to research and
practice.

® Describe several social and behavioral science theories and frameworks at different
levels of the social-ecological framework.

® Explain the importance of community participation throughout the research and
intervention process.

In this chapter, we will introduce the public health area of social and behav-
ioral sciences and describe how this discipline strives to improve the health and
health behavior of individuals, groups, and populations. Because our health
issues and health behaviors are often extremely complex, we will discuss them
within the context of the social-ecological framework. This public healt